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system for packaged food allocation in
e-fulfillment warehouse
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Abstract
E-retailing is the delivery of products and services over the Internet, and it has been growing rapidly in recent years.
Logistics services in the related warehouses have to be enhanced accordingly in order to handle the huge amount of
e-orders in a shorter timeframe. Moreover, since the e-retailing of packaged food has been getting popular, these
warehouses inevitably have to handle food products requiring special care, including temperature, humidity and insolation
control, and expiry date management. Consequently, suitable storage guidelines have to be formulated for these ware-
houses to cope with their more demanding daily operations. A cloud-based location assignment system (CLAS) is thus
proposed in this article, which provides timely and comprehensive solutions to the storage location assignment problem
for warehouse operators. CLAS applies (i) cloud-based infrastructure for enhancing the agility of the proposed system, (ii)
fuzzy association rule mining for predicting the potential storage time of various types of packaged food, and (iii) fuzzy logic
and association rule mining for offering the most preferred storage locations of various products. A prototype of the
CLAS is tested in a warehouse which involves packaged food handling. The test results show that the operational efficiency
measured in terms of storage assignment decision-making time and order-picking time and the quality of the storage
assignment solutions measured in terms of product disposal rate and product return/exchange rate have been improved in
the case company.
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Introduction

The trend of e-retailing has been adding pressure to packaged

food warehouse operations. E-retailing has been thriving in

recent years, as reflected by the annual growth rate of online

shopping sales of 17% from 2007 to 2012, equivalent to

US$521 billion in 2012, and an estimated sales amount of

US$1248.7 billion in 2017.1 The e-commerce sales in China

increased by 40% from 2013 to 2014, where the growth was

mainly contributed by the food sector.2 Among various food

products that are sold online, packaged food is a major cate-

gory of food e-retailing due to consumer trust in fresh food

products.2,3 Consumers have prior experience regarding

packaged food, therefore, any perceived risk of buying

packaged food is lower.4 Therefore, packaged food has

become a common option of online food purchase.

The warehousing of e-orders, however, is more complex

and time sensitive than that of traditional orders.
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Comparing with fulfilling traditional orders, the opera-

tional challenges faced by the packaged food warehouse

in fulfilling e-orders are shown in Figure 1.

Regarding the receiving operation, because the custom-

ers can access and place orders to a much larger number of

online stores throughout the world via the e-retailing plat-

form, there are more diversified types and volumes of food

that need to be handled within the same timeframe T1,2

when compared with traditional order fulfillment. There-

fore, to avoid environmental influences placed on the pack-

aged food due to long waiting times at the unloading dock,

more efficient receiving procedures are required.

Concerning the storage operation, increasing uncertainties

in the storage time of the stored products are caused by the

customer-oriented e-fulfillment practices, of which the end-

customers are the decision makers of how and when the prod-

ucts are consolidated and delivered. Unlike the traditional

order fulfillment practice in which the product outbound time

can be scheduled in advance, the product outbound time fac-

ing the e-fulfilment warehouse is unplanned. In addition, a

higher turnover velocity of products and more food types are

observed in the e-fulfillment warehouse, due to the ease of

placing orders by customers to any supplier at any time. This

ordering convenience boosts smaller sized and larger

numbers of orders that have to be delivered quickly. In

order to cope with the more complex storage operations,

more effective storage policies are thus needed.

In respect of the order-picking operation, it is affected

not only by the phenomenon of the higher turnover velocity

mentioned in the last paragraph but also the higher expec-

tation of the customer, who perceives delivery lead time as

a determinant factor of online shopping experience.5,6

Therefore, more efficient order picking is pursued within

a shorter time frame.

Finally, the shipping operation becomes more time sen-

sitive too. The expectation of shorter delivery lead times

requires faster last mile deliveries to customers or pickup

points; therefore, a more effective trucking scheduling

within a shorter timeframe is needed.

In view of the operational challenges placed by

e-retailing, the packaged food warehouse is in need of some

new approaches to cope with the challenges. This article

thus aims to propose a decision support system (DSS) to

improve the operational performance of the packaged food

warehouse. The proposed DSS should be able to (i) identify

variables related to the storage time of the stock-keeping

unit (SKU) through a variable selection (VS) technique, in

turn to predict the range of SKU storage time and (ii) pro-

vide storage guidelines to the packaged food warehouse

efficiently and effectively. In order to design an effective

DSS, previous literature is studied in ‘‘Literature review’’

section. The design of the proposed system is then illu-

strated in ‘‘Cloud-based location assignment system’’ sec-

tion and tested through a case study in section ‘‘Case

Figure 1. Operational challenges faced by decision makers of the e-fulfillment packaged food warehouse.
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study.’’ In ‘‘Results and discussion’’ section, the system is

validated through conducting a performance evaluation,

and the final section gives the conclusions.

Literature review

In this section, the literature review covers four main areas.

First, the specific operational problems that needed to be

tackled in the packaged food warehouse are identified.

Second, the applications of cloud-based DSS (C-DSS) are

studied to assess its potential in enhancing the research

methodology. Third, the data mining (DM) techniques that

are commonly used in VS in the DSS are reviewed. Finally,

the artificial intelligence (AI) and DM technologies that

could be the core analytical techniques for storage location

recommendation are reviewed.

Packaged food warehousing

The storage operations in a packaged food warehouse are

particularly important for meeting the shelf life of food.

Having suitable storage operations for packaged food

means both the external storage factors such as humidity

and the internal factors concerning the food such as nutrient

content7 are maintained in the best conditions. Meanwhile,

the study of packaged food e-retailing reveals that the pack-

aged food warehouse has to equip itself for fulfilling a

larger amount of the more time sensitive and unpredictable

e-orders.8 Since the arrival time and volume of products

become uncertain and the order-picking operations have to

be more efficient, these require for a DSS that can assist the

warehouse operator in making more timely and complex

decisions regarding the storage operations.

Among the decisions involving storage operations, the

storage location assignment problem (SLAP) requires a

complex decision to be made that directly affects the qual-

ity of food products and the efficiency of the receiving,

storage, and order-picking operations.9,10 SLAP is about

the assignment of incoming products into storage loca-

tions.11 The existing studies in SLAP cannot meet the needs

of a packaged food warehouse. They mainly aim to

enhance operational efficiency and optimize the space uti-

lization in the warehouse,12 but seldom take the well-being

of products into account. However, while other products

are less susceptible to the storage environment, the shelf

life of packaged food is greatly affected by the environ-

ment. To be specific, Pereira de Abreu et al.13 stated three

factors that would affect the shelf life of food. They are

materials and types of food package, internal characteris-

tics of food such as water and nutrient content of the food,

and external storage environment such as storage tempera-

ture and relative humidity. Without a proper storage loca-

tion, the packaged food would deteriorate or be damaged

easily. In view of the importance of being assigned to a

proper storage location to the packaged food, designing an

SLAP DSS that considers both the food quality and

operational efficiency of a packaged food warehouse can

therefore be a contributive research area for the industry.

Cloud-based DSS

DSS is a class of system that assists decision makers during

the problem solving process by retrieving data and testing

alternatives.14 It is becoming popular for industrial practi-

tioners to host part or all of their DSS in a cloud environ-

ment, in order to enjoy the low-cost scalability and

flexibility offered by the cloud.15 A C-DSS is a

component-based system that is reusable, substitutable,

scalable, and customizable.16 Since the system proposed

in this research aims to serve warehouses that need to fulfill

e-orders, cloud computing can facilitate data collection

from a large number of parties involved in e-transactions.

Furthermore, as the demand derived from e-retailing can be

fluctuating and unpredictable, the scalability of the cloud

infrastructure offers flexibility to the warehouse operator to

scale the computing services up or down, according to

actual needs. The characteristics of C-DSS make it promis-

ing to cope with the dynamic e-retailing environment.

In addition, because of the increasing number of e-

retailing operations, such as e-shopping and e-payment,17

various cloud-based systems emerge to support the opera-

tions.18–21 Recent examples of cloud-based system appli-

cation demonstrate the value and reliability of adopting

cloud infrastructure in these supportive systems. Guo

et al.18 illustrated how to make use of the information shar-

ing function of a cloud-based decision-making system for

better decision-making in supply chain coordination. Mann

and Kaur19 designed a cloud-based DM framework in a

clinical DSS that supports the security in cloud application.

The system makes use of access control and information

encryption functions of the cloud infrastructure to secure

the sensitive personal information of patients. Dong et al.20

proposed a multicloud-based evacuation system which

shows that the stability of cloud infrastructure can be

secured using the snapshot function of the cloud infrastruc-

ture. Demirkan and Delen16 also stated that data availabil-

ity in cloud environment can be maintained by data

replication. In summary, the aforementioned characteristics

of C-DSS and the successful applications of C-DSS in other

areas show that cloud computing is an essential and reliable

component of an SLAP DSS for packaged food warehouse.

VS for storage time prediction

VS is a technique for selecting the relevant variables to

develop a learning model.22 This technique is particularly

useful in developing a DSS, because with more relevant

input variables, the prediction performance, thus the rec-

ommendations offered by the DSS, can be enhanced.23 For

example, Ząbkowski and Szczesny24 reduced the number

of variables from 205 to 26 after going through the VS

procedure, rendering a more accurate and simpler
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prediction model in customer insolvency. Elwakil and

Zayed25 apply VS methods to find relation between quan-

titative and qualitative variables from the project data in

order to predict the work task durations. These applications

of VS demonstrate the value and function of VS that are

usable in this study. When designing a DSS for SLAP

handling, the storage time of the SKU is a piece of crucial

information, resulting in a number of studies on the rela-

tionship between demand variability and SKU storage

time.26,27 However, there are factors other than demand

viability that potentially affect the storage time; therefore,

the proposed DSS should execute VS to identify the most

relevant factors and in turn predict the range of storage time

more accurately and efficiently.

Regarding the approaches of VS, they can be implemen-

ted by statistical and DM techniques. According to the

study by Nettleton,28 statistical approaches are generally

used to find the relationships among the variables and in

looking for linear relationships between them. In order to

use statistical models such as logistic regression, strict

assumptions on normality and linearity, and requirements

in sample size have to be complied with. These restrictive

prerequisites made statistical models difficult to be

applied.29

On the other hand, DM approaches are applicable in

unveiling nonlinear relationships among variables and are

effective in analyzing the relationship between input vari-

ables and the specific output variables that are determined

by the analyst beforehand.28,30 In this research, since the

input variables do not necessarily have linear relationships

among themselves and the output variable is specified as

the storage time, DM approaches are thus preferable.

Comparing with previous studies that applied clustering

and rule induction as the DM techniques for VS,30–32 fuzzy

association rule mining (FARM) is more preferable in the

context of this study.33 FARM is able to cultivate relation-

ships between ranges of the parameters, instead of only the

relationships between Boolean attributes.34 This additional

functionality of FARM enables the description and the spe-

cific happening conditions of the if–then relationships

between the input and output parameters.34,35 For example,

while the other techniques only suggest that ‘‘sales turnover

rate is greatly positively related to the SKU storage time,’’

FARM can further describe the situation such as ‘‘IF sales

turnover rate is high, THEN the SKU storage time is

short.’’ The range of storage duration, which is a crucial

input variable SLAP handling, can thus be accurately pre-

dicted by FARM.36 Therefore, FARM is a suitable tech-

nique for identifying the factors and patterns concerning

the storage time of SKUs, in turn assisting decision support

in SKU allocation in the packaged food industry.

SLAP decision support

Apart from VS, the main function of the proposed system is

to recommend the most suitable locations for various

products in a packaged food warehouse. Since part of the

important attributes concerning packaged food are difficult

to be measured by crisp values, such as the vulnerability of

food package and the resistance ability to the external stor-

age environment, fuzzy logic (FL) should be adopted as the

core analytical tool of the proposed system. FL is able to

convert vague information into numerical values that fall

between 0 and 1 of the membership levels. This function-

ality of FL allows the conversion of human reasoning into

precise rules that can be processed by the DSS.37–39 FL has

been applied in SLAP handling in previous studies,38,40,41

which proved that it can be a promising tool for the pro-

posed system.

Apart from FL, association rule mining (ARM) is

another effective technique that provides quality decision

support in SLAP. ARM is a DM technique that aims to

unveil the co-occurrence relationships among data sets in

an efficient way.42 It has been applied in SLAP through

finding the ordering patterns of SKU, in turn locating SKUs

that are frequently delivered together into closer loca-

tions.11,43,44 Since customer orders in the packaged food

industry often involve multiple products, ARM can be a

suitable tool to reveal the hidden ordering patterns. There-

fore, it can be embedded into the proposed DSS, where

deemed appropriate, in order to further enhance the quality

of the storage location recommendation.

The implications of the literature review are four folds.

First of all, the concerns of food safety and e-retailing

facing the packaged food industry emphasize the impor-

tance of having an SLAP DSS in the packaged food ware-

house. Second, the scalable cloud infrastructure could be

useful for the packaged food warehouse that needs to deal

with dynamic number of e-orders and partners. Third,

FARM is a promising technique for VS of the storage time

of SKU as it provides more indicative information. Finally,

FL and ARM are the suitable analytical techniques to be

applied in the proposed DSS, because FL is particularly

good at analyzing the ambiguous storage requirements of

food, while ARM is effective in revealing ordering patterns

hidden in customer orders. The four implications are then

used to design the proposed system.

Cloud-based location assignment system

The system architecture of a cloud-based location assign-

ment system (CLAS) is shown in Figure 2. The system is

comprised of three modules:

information consolidation module, FARM variable

selection module (VSM), and decision support module

(DSM).

Information consolidation module

The data sources of CLAS are categorized into the internal

data stored in the corporate’s system, such as enterprise
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resources planning (ERP) and warehouse management sys-

tem, and the external data provided by business partners,

such as shippers from various regions that deliver their

products to the warehouse for preparing the e-orders. The

data obtained are then stored in a cloud-based repository

that can store both data and information. Data preproces-

sing and processing are implemented in the cloud infra-

structure in order to produce usable data and information

for further analysis. The potentially useful information

includes outbound frequency, past storage time of SKUs,

and the food compatibility.

FARM VSM

The usable data and information available in the cloud

repository are then analyzed with different DM and AI

techniques in order to provide different decision support

functionalities. VSM is responsible for selecting relevant

variables for the attribute ‘‘range of SKU storage time’’ and

at the same time predicts the range of SKU storage time. To

begin with, parameters that potentially affect the SKU stor-

age time are identified through studying the historical data

and interviewing domain experts, who are decision makers

of the packaged food warehouses. The fuzzy sets of each

parameter are then generated through defining the mem-

bership functions and universe of discourse of each para-

meter. After calculating the fuzzy counts of the parameters,

the support count threshold can be set. Afterward, itemsets

are discovered through executing the mining algorithm.

Meanwhile, the confidence threshold is defined to filter out

itemsets that do not have a sufficient number of occur-

rences in order to obtain the potential rules. Finally, the

potential rules have to go through a rule validation process.

Since Jain and Srivastava45 state that the performance of

Figure 2. System architecture of CLAS. CLAS: cloud-based location assignment system.
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the DM-based predictive model is evaluated by its ability to

predict accurately with new data, the rules are thus vali-

dated by checking the number of cases in which their pre-

dicted range of storage time mismatches the actual range of

storage time. The rules that obtain an acceptable accuracy

are stored into the knowledge repository to provide the

predicted range of storage time to the next module.

Decision support module

As the predicted range of SKU storage time is obtained

from the last module, the next step is to form the knowledge

base for completing the location assignment decision sup-

port function of CLAS. DSM consists of two main submo-

dules, fuzzy zoning and ARM, which apply FL and ARM,

respectively. The function of the fuzzy zoning submodule

is to suggest the warehouse zone to be assigned to the SKUs

and the attention needed when handling different SKUs.

This submodule has three main steps: fuzzification,

fuzzy inference engine analysis, and defuzzification.

Fuzzification is carried out after determining the mem-

bership function and universe of discourse of the input

variables, while the fuzzy inference engine analysis is

done using knowledge of the packaged food handling.

Such knowledge is expressed in if–then rules and is

retained in the inference engine.

While the fuzzy zoning submodule may suggest the

same warehouse zone for a wide range of SKUs, the SKUs

that are assigned to the same zone could have interrelation-

ships that further determine the closeness of their locations.

Therefore, the ARM submodule emerges to find out the

interrelationships among the SKUs through cultivating

association rules from the ordering records. The rule min-

ing process is initiated by setting the minimum support and

confidence threshold and is completed through the a priori

algorithm. The revealed relationships between SKUs

orders can enhance the storage location assignment deci-

sion, in turn further improving the order-picking efficiency.

Case study

A case study is initiated in ABC Company (ABC, Hong

Kong) to test the feasibility of CLAS. ABC is a Hong

Kong-based trader of packaged food located in San Tin,

Hong Kong. It has a warehouse in Hong Kong situated

close to the border with China that deals with transhipment

of packaged food. In order to expand its business, ABC

started to set up an e-retailing platform. However, its cur-

rent workflows are not capable enough to handle the more

diversified types of food and the more time-sensitive order-

picking operations brought by e-fulfillment. The problems

facing the warehouse can be summarized as (i) a lack of a

proper storage policy for quickly and suitably assigning the

storage locations for the SKUs and (ii) a lack of a mechan-

ism for predicting the storage time of products, given that

the outbound time of SKUs is becoming unpredictable

under e-retailing. The first problems could lead to food dete-

rioration if the product receiving time is too long. In view of

the problems and the possible consequences, CLAS is pro-

posed and implemented in ABC to improve the food storage

operation and the operational efficiency in the warehouse.

Three stages are involved in the implementation of

CLAS: (i) construction of cloud-based database (C-DB),

(ii) implementation of VSM, and (iii) implementation

of DSM.

Construction of C-DB

Regarding the construction of the C-DB, the cloud SQL

database service is chosen by the case company as it is fully

compatible with the on-premises MS office and SQL ser-

ver. The data sources related to CLAS are the Excel files,

ERP, and SQL database found in the warehouse’s comput-

ing system. Besides, shippers provide the Excel files con-

taining the shipment information to ABC. All data stored in

an on-premise system has to be transferred to the C-DB

through the interface of the cloud service provider.

After storing the data into the C-DB, a cloud data

orchestration tool (C-DOT) is employed. As shown in Fig-

ure 3, the C-DB is linked to the C-DOT directly while the

local computer system and C-DOT are connected through a

data management gateway. The data transfer is executed

through the data pipelines set between C-DOT and C-DB,

and C-DOT and local computing system of the warehouse.

The settings of the pipeline determine the specifications of

the update activities between the databases and the C-DOT.

The C-DOT is responsible for data consolidation, data

clean-up, and multidimensional data storage. Information

such as sales rate, storage time, disposal rate, storage con-

dition and package material of different kinds of packaged

food should be ready for applying FARM, FL, and ARM in

the later modules.

Implementation of VSM

While the database is ready, VSM can be implemented to

obtain the predicted range of SKU storage time. There are

Figure 3. Data flows concerning the C-DOT. C-DOT: cloud data
orchestration tool.
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five main steps involved in generating reliable fuzzy asso-

ciation rules that describe the if–then relationships between

the input parameter and the output parameter, that is, the

range of SKU storage time. The five steps are summarized

in Figure 436 and are explained as follows:

Step 1: Parameters identification

In order to initiate the rule mining process, parameters

have to be defined. A domain expert in ABC is consulted to

obtain the parameters that possibly relate to the SKU stor-

age time. Six parameters are identified after interviewing

the domain expert. The six parameters, the symbol repre-

senting the parameters, the calculation methods, and the

range of the parameters are summarized in Table 1. Para-

meters A to E are input parameters that affect the output

parameter F to different extents.

Step 2: Fuzzy sets definition

After defining the parameters, the fuzzy sets of each

parameter have to be set. The historical data and expertise

of the domain expert provide necessary information for

setting the membership function and universe of discourse

of each parameter. The fuzzy set of the parameters can then

be set based on the membership function and universe of

discourse. The linguistics terms are also the fuzzy classes

of a parameter that describe the fuzzy characteristics of the

parameter. When all fuzzy sets concerning the parameters

are defined, the itemset can be generated.

Step 3: One-itemset generation

In order to generate itemsets, two main procedures are

involved. They are the calculation of fuzzy counts for one-

itemset and comparing with the support count threshold. To

calculate the fuzzy count, numerical values of previous

records are first converted into membership values. After-

ward, summations of the membership values of every fuzzy

class, concerning each parameter, are done. Fuzzy counts

can then be calculated after adding up the membership

values of each fuzzy class. When the fuzzy counts are

available, they are compared with the support count thresh-

old to filter out itemsets without a sufficient number of

occurrences. Six thresholds for the six parameters are

obtained through experimenting with the fuzzy counts

concerning each parameter. When fuzzy classes contain

fuzzy counts that are equal or greater than the designated

support count thresholds, the classes can be kept to repre-

sent the parameters and be referred to as the one-itemset.

However, when there are more than one fuzzy classes under

the same parameter that pass the threshold, the class with

the greatest fuzzy count value would represent the para-

meter. After the whole process, there should be six fuzzy

classes (one-itemset) representing the six parameters for

further processing in the next step, that is, high-level item-

set generation.

Step 4: High-level itemset generation

The high-level itemsets are various combinations of the

one-itemset, where two-itemset contains two one-itemsets,

three-itemset contains three one-itemset, and so on. A high-

level itemset is the original form of the fuzzy association

if–then rule. To generate a high-level itemset, there are two

main procedures which are the same as that for generating

Figure 4. The five steps of VSM implementation. VSM: variable selection module.

Table 1. Information regarding the six parameters.

Parameter Calculation method Symbol Range

Order size Monthly average order
quantity of the SKU for
each order

A 0–6 pallets

Sales
velocity

Average sales quantity to
average receiving quantity
of the SKU in a month

B 0–100 %

Expiry
date

The number of months
between the SKU
receiving date and the
expiry date of the SKU

C 1–24 months

Closeness
to
holidays

The number of days between
the SKU receiving date
and closest holiday

D 1–60 days

Past
storage
time

The average number of days
between the receiving
date and the outbound
date of the same SKU in
past 30 days

E 1–50 days

Actual
storage
time

The number of days between
the receiving date and the
outbound date of the
current lot of SKU

F 1–50 days

SKU: stock-keeping unit.
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one-itemset, except that the calculation methods are differ-

ent. To obtain fuzzy counts concerning each high-level

itemset, the smallest membership values of all records

involving the itemset are added. The support count thresh-

old of a high-level itemset is acquired using the largest

support count threshold among the thresholds involving the

itemset. When both the high-level fuzzy counts and support

count threshold are available, they are compared with each

other for filtering of the itemsets. The high-level itemsets

that contain fuzzy counts equal or greater than their thresh-

olds would be maintained as potential fuzzy association

rules. Step 4 is repeated to generate itemsets that contain

more and more numbers of fuzzy classes, until the fuzzy

counts of the higher level itemsets are smaller than their

thresholds.

Step 5: Rule validation

Step 4 is executed on the active items in ABC, where the

active items are the SKUs that have been ordered and

delivered in the past 2 months. Five hundred and fifty-

three potential rules, involving more than 70 SKUs, have

been cultivated and expressed in both two-itemsets and

three-itemsets. However, since only the rules that contain

parameter F actual storage time are valuable to the DSS,

only 268 rules that involve parameter F are kept. The 268

rules are then validated by two thresholds, namely, the

confidence threshold and the discrepancy threshold, in

order to generate fuzzy association rules that can more

accurately predict the range of SKU storage time.

Confidence threshold is the probability of the occur-

rence of the high-level itemset when its involved one-

itemset occurred. Discrepancy threshold is the allowance

percentage of mismatched records concerning a rule that

reflects the prediction accuracy of the rule. For example,

as predicted by the rule ‘‘A: medium and B: high,’’ when

parameter A of an incoming batch is medium, the para-

meter B of the same batch would be high. A 10% discre-

pancy threshold indicates that given 10 records involving

medium for their parameter A, only one of them is

allowed to involve medium or low, instead of high, for its

parameter B.

To validate the rules with the thresholds, the confidence

threshold is compared against the confidence value of a

rule, and the discrepancy threshold is compared against the

discrepancy rate of a rule. The formulas for calculating the

confidence value and discrepancy rate of rule are presented

in Table 2. The confidence threshold and discrepancy

threshold are set to be 90 and 20%, respectively, after con-

sidering the results of experiments done with different

threshold values and the opinions of ABC’s decision mak-

ers. After filtering out the rules that contain confidence

values and discrepancy rates smaller than the two thresh-

olds, 221 rules remain and are stored into a knowledge

repository. Among the 221 rules, sales velocity and order

size are involved in 72 and 6% of the rules, respectively.

These results indicate that the most and least relevant para-

meter to storage time is sales velocity and order size, respec-

tively. Five examples of the validated rules are shown in

Table 3. The range of storage time of different SKUs

expressed in short, medium, and long is provided by the rules

in this module. Short, medium, and long storage time refer to

0–25, 12.5–37.5, and 37.5–50 days, respectively. This

important piece of information is then used in the fuzzy

inference engine in DSM for determining storage locations.

User interface of VSM. The specifications concerning the

FARM algorithm can be edited by the user through the

user interface of VSM, as shown in Figure 5. Through

the interface, the user can specify the range of data in

terms of date, the parameters involved, and the support

count, confidence, and discrepancy thresholds for rule

filtering. There are two rule generation boxes where the

upper one generates rules without considering the discre-

pancy allowance threshold, while the lower one generates

rules considering the discrepancy allowance threshold.

The decision of using which rule generation box is made

by the decision makers, who decide whether they want

more rules or more accurate rules.

Implementation of DSM

Since the range of SKU storage time is acquired in VSM,

DSM can be developed. Three main steps are involved in

the development of DSM. The steps and their major pro-

cedures are shown in Figure 6 and are explained as follows:

Step 1: Variables identification

In order to carry out the fuzzy zoning decision support

function of CLAS, variables that will be processed by the

fuzzy analytical engine have to be defined. While the input

variables can be recognized by interviewing the domain

expert in the company, the output variables are set accord-

ing to the warehouse layout of ABC. The input and output

variables defined are listed and described in Table 4.

Table 2. Formulas concerning the rule validation process.

Formula number Function Formula

1 Calculate confidence value of two-itemset Fuzzy count of the two�itemset
Fuzzy count of the first one�itemset involving the two�itemset

2 Calculate confidence value of three-itemset Fuzzy count of the three�itemset
Fuzzy count of the first two�itemset involving the three�itemset

3 Calculate discrepancy rate of rule Number of mismatched records concerning the target rule
Total number of records concerning the target rule

8 International Journal of Engineering Business Management



Step 2: Fuzzy analytical engine construction

After the variables are identified, the fuzzy analytical

engine is constructed with the fuzzy toolbox of MATLAB®

and Simulink® Release 2008a (# 1984–2008 The Math-

Works, Inc, MA, USA). This toolbox is used because of its

capability of integrating with the existing operation system

in the company. The engine is comprised of fuzzy sets of

each variable and the if–then rules that specify the relation-

ships between the variables. Fuzzy sets are formed by the

membership function and universe of discourse, which can

be defined through studying the historical data regarding

the variables and learning from the domain expert. After

defining all fuzzy sets, the membership function, universe

of discourse, and fuzzy sets are set up in the engine.

Afterward, the if–then relationships linking up the input

and output variables are inputted into the engine. Based on

the combinations of various membership functions of the

first five input variables, 324 rules can be derived. In addi-

tion, another group of 324 rules is also derived, and the only

difference between two groups of rules is that the fifth input

variable is sales velocity instead of storage time. With this

Figure 5. User interface of VSM. VSM: variable selection module.

Table 3. Examples of the validated fuzzy association rules.

SKU Validated fuzzy association rules Confidence value Discrepancy rate (%)

T30 IF—Sales velocity is high, closeness to holidays is near,
THEN—Actual storage time is short.

1.0 12

Whole almond 3lb IF—Sales velocity is high, past storage time is short,
THEN—Actual storage time is short.

0.98 11

Peanut butter 1360 g � 2 IF—Expiry date is medium, closeness to holidays is near,
THEN—Actual storage time is short.

0.93 14

Chocolate assortment IF—Sales velocity is medium, closeness to holidays is near,
THEN—Actual storage time is medium.

0.91 19

Oats 4530 g IF—Sales velocity is low, expiry date is long,
THEN—Actual storage time is long.

0.91 16

SKU: stock-keeping unit.

Figure 6. The three steps of DSM implementation. DSM:
decision support module.

Hui et al. 9



setting, the total of 648 rules can ensure that every SKU can

be analyzed with the fuzzy inference engine. All the rules

are inputted and stored in the fuzzy inference engine to

form a knowledge repository. When the rules are available,

the engine can perform the fuzzy zoning decision support

function. The user of CLAS, however, would perform the

analysis through the user interface of DSM.

User interface of DSM. The user interface of DSM is shown

in Figure 7. Through the interface, the user can retrieve

information regarding the incoming batch of products.

After verifying the attributes of the product, allocation

guideline can be generated in the box located at the upper

right corner of the interface. The settings in the fuzzy ana-

lytical engine can be modified through retrieval from the

interface. In addition, if the warehouse operators want to

obtain more comprehensive allocation guidelines, which

include the relationships between SKUs, they can use the

box located at the lower right corner of the interface. This

box initiates the ARM process, which is explained in the

next step.

Step 3: ARM execution

Although the fuzzy analytical engine recommends a zone

for SKU allocation, the traveling distance involved in order

picking can be further reduced by executing ARM. The MS

SQL Server DM Add-in (# Microsoft Corporation,

Washington, USA) is employed to implement the rule

mining, due to its easiness in use and compatibility with

the MS SQL Server and MS office software (# 2012

Microsoft Corporation, Washington, USA) that ABC is

using. Since ABC has installed the Microsoft SQL Server

2012 in their local computer, a free application of the

Microsoft® SQL Server® 2012 DM Add-in is feasible. The

two major procedures in executing ARM through the add-in

are to configure the data source and to define the support

count and confidence thresholds.

The data source of ARM can either be the sales report

generated from the ERP or the transferred sales report

extracted from the C-DB. After installing the add-in, the data-

base in the SQL server is connected to MS Excel, and then the

sales data in the database can be imported into the Excel sheet.

After data importing, the ‘‘associate wizard’’ is initiated, and

the minimum support and confidence thresholds are set in the

tool to determine the strictness of rules generation.

Experiments are done to define suitable thresholds.

Since the major objective of executing ARM is to identify

as many combinations of the itemsets as possible, in turn to

offer recommendations on storage locations for as many

items as possible. The threshold definitions thus have to

result in a relatively large amount of rules with acceptable

confidence level. Five trials with different combinations of

thresholds are done and shown in Table 5. The results of the

trials indicate that the confidence threshold brings great

impact on the number of rules generated, while the support

count threshold brings great influence on the number of

itemsets. Since even the unpopular items, that is, the items

with fewer turnover, should be well located too, the support

count threshold can thus be relatively loose. At the end,

trial five offers preferable results: having a larger number

of rules (26 rules) that comply with an acceptable confi-

dence threshold (75%) and a large number of itemsets. The

suggested thresholds for support count and confidence

thresholds are thus five items and 70%, respectively.

After setting the thresholds, rules can be generated. As

shown in Figure 8, there are 60 rules that comply with the

two thresholds. The rules indicate which items are sold

with which other items in the same transaction. For exam-

ple, a type of fish oil and Docosahexaenoic Acid (DHA)

product is always (confidence ¼ 100%) sold with a type of

calcium supplement (the highlighted rule). The rules are

then exported from the rules browser to an Excel sheet for

further processing and records.

The implementation of CLAS in ABC proves that CLAS

is a feasible SLAP DSS that can provide allocation

Table 4. Input and output variables of the fuzzy analytical engine.

Type of variable Parameter Description Range

Input variable Tolerance to temperature
change

The extent of resistance to temperature change in the storage
environment

1–15�C

Package vulnerability The score given to an SKU according to the material and shape of the SKU’s
package

1–18 point

Disposal rate The percentage of items that are damaged in an incoming lot 0–0.01%
Inbound size The number of pallets involving the same SKU that arrives in the same

batch
0–8 pallets

Storage time The predicted storage time of the inbound product generated from VSM 1–50 days
Sales velocity Average sales quantity to average receiving quantity of the SKU in a month,

a complementary variable to storage time. It is only considered in the
analysis when storage time is not available.

0–100%

Output variable Warehouse zone Virtual zones of the warehouse that have different extent of environmental
variance and traveling distance to the warehouse entrance

1–5

Vertical level The lower or the upper deck of pallet 1–2

SKU: stock-keeping unit; VSM: variable selection module.
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guidelines to packaged food warehouse operators. The per-

formance of the system, however, is further evaluated in the

next section.

Results and discussion

After presenting the details of CLAS implementation in the

case company, the contributions and costs of the system

have to be reviewed. The system is evaluated in regard to

two aspects: benefits of CLAS application and cost analysis

of CLAS implementation.

Benefits of CLAS application

Four key performance indicators (KPIs) were set in

response to the purposes of developing CLAS. The KPIs

were recorded before and after implementing CLAS and

are shown in Table 6.

Considering the KPIs records and the number of valid

fuzzy association rules generated by VSM, as explained in

‘‘User interface of VSM’’ section, CLAS implementation is

proven to be beneficial to a packaged food warehouse in

three aspects:

i. Provision of storage guideline for efficiency

improvement

The improvements that CLAS brought about to the effi-

ciency of the warehouse are supported by the KPIs records

of ‘‘SKU allocation time’’ and ‘‘order-picking time.’’ The

average time spent in allocating SKUs dispatched from a

container into the proper warehouse sections sped up by

11.8%. This improvement indicates that CLAS can serve its

purpose of providing decision support to stock keepers who

make the SLAP decision. Meanwhile, the average time

spent in picking an order was reduced by 25.5%, suggesting

Figure 7. User interface of DSM. DSM: decision support module.

Table 5. Results of experiments for thresholds definition.

Support count threshold
(in number of counts)

Confidence
threshold (in %)

Number of rules
generated

Number of two-itemsets
generated

Number of three-itemsets
generated

Trial 1 10 70 10 49 3
Trial 2 8 80 14 75 7
Trial 3 6 90 5 148 42
Trial 4 4 90 7 302 225
Trial 5 5 70 26 302 225

Hui et al. 11



that the system is able to identify SKUs with a potentially

high turnover velocity, in turn allocating proper storage

locations to them to shorten the traveling distance. The

performance of these two KPIs reflects that CLAS is able

to accelerate the storage-related operations of a packaged

food warehouse.

ii. Reduction in loss caused by defective products

Besides enhancing efficiency of the warehouse, another

important purpose of applying CLAS is to maintain the

packaged food in a good state while the food is in the

warehouse. This purpose is reviewed by the KPIs ‘‘product

disposal rate’’ and ‘‘product return/exchange rate.’’ The

records of the former KPI show that the ratio of defective

products for a batch of newly arrived products decreased by

26.9%. This improvement implies that vulnerable products

can be identified by CLAS and consequently be assigned to

locations that better-suit their storage requirements.

The product return/exchange rate calculates the ratio of

the returned or exchanged quantity to the sold quantity of

all items in a month, where the reason for product return or

exchange is the discovery of product damage. The product

return/exchange rate has a slight improvement of 13%. The

improvement originates from the lower product disposal

rate. A lower product disposal rate means the absolute

amount of defective products is smaller, so the number of

problematic products for the customer is thus smaller too.

However, the results are not as significant as other KPIs

because defective products are often hidden in the inner

carton of the pallets, which cannot be detected, with or

without the system. Nonetheless, these two KPIs prove that

CLAS is able to reduce the loss related to defective prod-

ucts for the packaged food warehouse.

iii. Offering reference to range of SKU storage time

The methodology of using FARM in VS and range of

storage time prediction in the VSM is a novel yet practical

approach in the field. The fuzzy component of FARM

enables a description of the parameters, which gives a more

detailed explanation of the relationship between the para-

meters. Meanwhile, besides the confidence and support

count thresholds, the discrepancy threshold further

strengthens the rule selection process. Therefore, only rules

that have strong prediction power are kept in the system for

further usage. The predicted range of SKU storage time

can be important reference for the warehouse dealing with

e-orders, which involve uncertain outbound time.

The three types of benefits obtained through CLAS

application indicate that the system can serve its purpose

of assisting the decision maker of the packaged food ware-

house, in turn improving the operations of the warehouse.

Cost analysis of CLAS implementation

After validating CLAS in terms of operational perfor-

mance, its cost-effectiveness is evaluated in this section

through conducting a cost analysis. The results of the anal-

ysis are summarized in Table 7.

Figure 8. Rules generated by the ‘‘associate wizard.’’

Table 6. KPIs records concerning the implementation of CLAS.

KPIs
Before CLAS

implementation
After CLAS

implementation
Percentage of
improvement

SKU allocation
time

51 min 45 min 11.8

Order-picking
time

47 min 35 min 25.5

Product
disposal rate

0.0067% 0.0049% 26.9

Product
return/
exchange
rate

2.3% 2.0% 13.0

KPI: key performance indicator; CLAS: cloud-based location assignment
system; SKU: stock-keeping unit.
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In Table 7, the total cost of implementing the system is

around HK$84000, which is the cost for system develop-

ment and configuration. Meanwhile, the maintenance cost

and the operational costs involved before and after imple-

menting the system, that is, average labor costs for order

picking, and average costs incurred in product disposal and

loss per month are listed in the table. The saving brought by

CLAS per year can thus be calculated as

½ðAverage labour cost for order � picking per month

before implementation� Average labour cost for order�
picking per month after implementationÞ þ ðAverage cost

incurred in product disposal and product missing per

month before implementation � Average cost incurred

in product disposal and product missing per monthafter

implementationÞ �Maintenance cost per month after

implementation� � 12

¼ HK$ ½ð50; 000� 35; 000Þ þ ð43; 000� 26; 000Þ
� 17; 000� � 12

¼ HK$ 180; 000:

According to the calculated saving per year, the

expected break-even point of CLAS implementation is

HK$ ðMoney invested= saving per yearÞ
¼ HK$ ð84; 000=180; 000 per yearÞ � 0:5 years:

Based on the calculation, it takes around 0.5 years to

justify the investment in CLAS. However, since the system

will bring continuous savings to the warehouse as the sys-

tem is continuously improved, it is likely that the propor-

tion of the costs to the savings would be less than expected.

Subsequently, the company can justify the investment in

less than 0.5 years.

Conclusions

The trend of e-retailing is creating challenges to the

e-fulfillment packaged food warehouse, which needs to

operate at an even higher efficiency and maintain food in

a good state. Since storage policy is closely related to the

speed of receiving operations and order picking, as well as

the storage conditions of food in the warehouse, a DSS that

is aimed to provide proper recommendations in SLAP is

proposed. The DSS, CLAS, applies a novel FARM

approach to identify variables of SKU storage time. The

predicted range of SKU storage time is thus obtained and

becomes a reference to the potential outbound time of prod-

ucts. In addition, the system integrates FL and ARM to

generate allocation guidelines according to the turnover

velocity, storage requirements, and ordering patterns of the

packaged food. The system is proven to be feasible in the

case study. The results of the evaluation of the system

indicate that the system can improve the efficiency of

receiving and order-picking operations, as well as reduce

the loss incurred due to defective products in a packaged

food warehouse. In addition, the costs of implementing

CLAS can be recovered in 0.5 years. Therefore, by applying

CLAS, a packaged food warehouse can be prepared itself

to cope with the emerging unpredictable and time-sensitive

e-retailing business environment.

In order to contribute to the related research areas in

future, methodology and application of CLAS can be further

studied. In terms of the methodology, input variables are

currently weighted equally in the fuzzy inference engine.

However, in the real situation, some variables could be more

important than the others. In future, the relative importance

of different factors should be studied and then be reflected in

the engine through adjusting the weighting of the variables.

Regarding the application of CLAS, since the trend of e-

retailing has been observed in many other industries, such

as home appliance and fashion industry, the storage opera-

tions concerning these industries would face similar chal-

lenges as the packaged food industry. To assist them, the

parameters and variables of CLAS can be adjusted according

to the storage requirements of their products. With more

studies and applications, CLAS can be further enhanced to

improve storage operations in other industries.
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24. Ząbkowski TS and Szczesny W. Insolvency modeling in the

cellular telecommunication industry. Expert Syst Appl 2012;

39(8): 6879–6886.

25. Elwakil E and Zayed T. Construction knowledge discovery

system using fuzzy approach. Can J Civil Eng 2014; 42(1):

22–32.

26. Kim BS and Smith JS. Slotting methodology using correlated

improvement for a zone-based carton picking distribution

system. Comput Ind Eng 2012; 62(1): 286–295.

27. Wutthisirisart P, Noble JS, and Chang CA. A two-phased

heuristic for relation-based item location. Comput Ind Eng

2015; 82: 94–102.

28. Nettleton D. Commercial data mining: processing, analysis

and modeling for predictive analytics projects. Amsterdam:

Morgan Kaufmann, 2014.

29. Olson DL, Delen D, and Meng Y. Comparative analysis of

data mining methods for bankruptcy prediction. Decis

Support Syst 2012; 52(2): 464–473.

14 International Journal of Engineering Business Management



30. Ma CY and Wang XZ. Inductive data mining based on

genetic programming: automatic generation of decision trees

from data for process historical data analysis. Comput Chem

Eng 2009; 33(10): 1602–1616.

31. Sotoca JM and Pla F. Supervised feature selection by cluster-

ing using conditional mutual information-based distances.

Pattern Recogn 2010; 43(6): 2068–2081.

32. Cho S, Hong H, and Ha BC. A hybrid approach based on the

combination of variable selection using decision trees and

case-based reasoning using the Mahalanobis distance: for

bankruptcy prediction. Expert Syst Appl 2010; 37(4):

3482–3488.

33. Pach FP, Szeifert F, Nemeth S, et al. Fuzzy association rule

mining for data driven analysis of dynamical systems. Hung J

Ind Chem 2005; 33 (1–2): 57–67.

34. Ho GTS, Ip WH, Wu CH, et al. Using a fuzzy association rule

mining approach to identify the financial data association.

Expert Syst Appl 2012; 39(10): 9054–9063.

35. Lee CKH, Tse YK, Ho GTS, et al. Fuzzy association rule

mining for fashion product development. Ind Manage Data

Syst 2015; 115(2): 383–399.

36. Hui YYY, Choy KL, Ho GTS, et al. A Fuzzy association rule

mining framework for variables selection concerning the

storage time of packaged food. In: 2016 IEEE international

conference on fuzzy systems (FUZZ), Vancouver, Canada,

24–29 July 2016, pp. 671–677. IEEE.

37. Fouad RH, Samhouri MS, and Qamar AM. An intelligent

preventive maintenance scheduling in ERP systems: a fuzzy

logic approach. Int J Adv Comput Technol 2012; 4(23):

651–661.

38. Gill A. A fuzzy set theoretic approach to warehouse storage

decisions in supply chains. In: Kahraman C and Öztayşi B
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