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Abstract

In beamformer design, the microphone configurations which represent microphone num-
ber and positions are necessary to be optimized in order to improve the effectiveness of speech
enhancement. Determination of microphone configuration, number of elements and positions
is a nonlinear and non-convex NP-hard optimization problem which was not specified before.
However, this is a nonlinear and non-convex NP-hard optimization problem. Gradient-based
optimization methods can only converge to suboptimal solutions. Although the recently de-
veloped heuristic methods may find better configurations, they require long convergence time.
In this paper, we study the effectiveness of using Taguchi method to determine microphone
configuration. The Taguchi method is a robust and systematic optimization approach for de-
signing reliable and high-quality models. The method conducts systematic trials based on an
orthogonal array which represents a subset of representative configurations. It determines the
configurations based on the experimental trials, while the heuristic methods determine the con-
figurations by searching through the configuration domain until no better configuration can be
found. A case study based on a common office environment is used as an example to illustrate
the effectiveness of the Taguchi method and the commonly used heuristic methods. The numer-
ical results demonstrate that the method is capable to develop the microphone configurations
with similar performance compared with the heuristic methods when short computational time
is only available. Hence, the method is a strong candidate to design microphone configurations
when short development time is only available.
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1 Introduction

Multichannel beamformers play an important role in speech enhancement [1–3] particularly in tele-

conferencing, hands-free communications, speech recognition and hearing aids. They are effective

to reduce localized and ambient noise from a desired direction via spatial filtering [4–6].

Many model-based approaches have been developed to determine filter coefficients of multi-

channel beamformers in order to improve speech enhancementeffectiveness [7–12]. An appro-

priate microphone configuration is essential to be determined to do the speech enhancement, as

beamformer performance changes significantly when different microphone placements are used.

When more microphones are used, more freedom of configurations can be set up. The searching

freedom is larger and the better beamforming performance islikely to be obtained. However, us-

ing more microphones increases the cost, weight, power consumption and heat dissipation of the

beamformers. When the number of microphones is too small, the radiation pattern outside the

main beam can be lost. Therefore, it is necessary to optimizeboth the number of microphones and

the beamformer performance [13].

For the microphone configuration design, we need to test 2n configurations in order to find

the optimal one, whenn feasible locations are available. Hence, it is almost impossible to test

all microphone configurations, whenn is large. The optimal microphone configurations cannot

be determined effectively by gradient-based methods as this is a NP-hard non-convex problem.

Similar to the design of microphone configurations, heuristic methods including evolutionary pro-

gramming [14, 15], genetic algorithm [16, 17], simulated annealing algorithm [18–20] and pattern

search algorithm [21] have been developed in order to determine the optimal sparse antenna array

configurations. A hybrid descent method [22] has been developed to determine optimal solutions

for microphone placements. However, these heuristic methods suffer the limitations that they re-
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quire long computational time when the cost function is computationally complicated and also the

termination condition can only be defined implicitly.

As this is time consuming to determine the optimal configuration based on the full factorial set,

it is more desirable to determine an appropriate configuration based on a representative subset. In

quality control, the Taguchi method has been successfully used to design reliable and high-quality

products based on a subset of design configurations [23,24],where the number of design factors of

products is huge and it is almost impossible to conduct all experiments for all design configurations.

The Taguchi method uses the combination from orthogonal arrays to determine the representative

subset of configurations. It has been successfully used to design reliable and high-quality products

at low cost for various products such as automobiles and consumer electronics [25–29].

Similar to design of high quality products, microphone configuration design is involved with a

large number of design factors [30]. In this paper, we propose the Taguchi method to develop mi-

crophone configuration for beamformer design. The Taguchi method conducts systematic experi-

ments based on orthogonal arrays to study the microphone configuration, and then it determines the

appropriate microphone configurations with effective beamforming performance and small num-

bers of microphones. The Taguchi method attempts to overcome the limitations of the heuristic

method [22], which encounters slow convergence rate and non-deterministic convergence solution.

A case study is conducted based on a common office [31] in orderto evaluate the effectiveness

of the Taguchi method. The numerical results obtained by theTaguchi method are compared

with those obtained by the two commonly used heuristic methods including genetic algorithm

(GA) [32–34] and particle swarm optimization algorithm (PSO) [35] for determining microphone

configurations. These two heuristic methods are also commonly used on solving multi-objective

problems and also they have been used on designing microphone configurations [36–41]. The

comparison indicates that the Taguchi method is capable to develop the microphone configurations
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with similar beamforming performance compared with the twoheuristic methods while shorter

computational time is required on the Taguchi method. Hence, the Taguchi method is a good

candidate on microphone configuration design when a quick but reasonable solution is desired.

Noting that array configurations need to change depending onthe signal scenario.

The rest of this paper is organized as follows. In Section 2, we formulate the microphone con-

figuration problem which aims to optimize the beamformer performance using a small number of

microphones. In Section 3, a Taguchi method is developed to solving this microphone configura-

tion problem. In Section 4, a case study is used to demonstrate the effectiveness of the Taguchi

method by comparing with the two commonly used heuristic methods. In Section 5, a conclusion

is given.

2 Optimal microphone configuration for beamformer design

For the beamformer design, we assume that onlyM feasible locations are available. As illustrated

in Figure 1,r i with i = 1,2, ..,M are theM feasible locations of the microphones of which the

transfer function of thei−th microphone is given as:

A(r i , f ) =
1

||rs− r i ||
e
− j2π fs||rs−r i ||

c , (1)

wherers is the location of the sound source andc is the sound speed under the atmosphere. Al-

though the heuristic method [22] has been developed to solve(2), it is based on a set of random but

repeatingly evaluating the cost function in order to searchfor a better sub-optimal solution. The

computational time of the heuristic method is too long and the convergence solution is not deter-

ministic. When a sampling rate,fs, is used by the microphones to capture the signal, the frequency

response ofi-th finite impulse response (FIR) filter can be represented by(2) with respect to the
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Figure 1: The beamformer design withM feasible locations

i-th microphone as

H(hi , f ) = hT
i d0( f ), (2)

wherehi represents the coefficients of thei-th FIR filter with the filter lengthL andd0( f ) is the

Kronecker delta frequency response.hi andd0( f ) are given respectively as

hi = [hi(0),hi(1), ...,hi(L−1)]T , and

d0( f ) = [1,e
− j2π f

fs , ...,e
− j2π f

fs
(L−1)]T .
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Based on the transfer function of thei-th microphone,A(r i , f ), and thei-th frequency response,

H(hi , f ), given in (1) and (2) respectively, the actual response can be generated by the beamformer

as

G(r̄ p̄, h̄p̄, f ) =
N

∑
i=1

H(hp(i), f )A(r p(i), f ), (3)

when N microphones are configured on the beamformer and they are installed onN of the M

feasible locations; ¯p is the index vector of the microphone configuration. It illustrates the feasible

locations of theN microphones can be installed. ¯p is given by p̄ = [p(1), ..., p(N)] with p(i) 6=

p( j) ∈ [1,2...,M], and i 6= j ∈ [1,2...,N]; h̄p̄ is the set of coefficients for theN FIR filters with

respect to theN microphones.̄hp̄ is given byh̄p̄ = [hp(1),hp(2), ...,hp(N)]
T ; and ¯r p̄ represents the

locations of theN microphones. ¯r p̄ is given by ¯r p̄ = (r p(1), r p(2), ..., rp(N)).

Assume that the desired response isGd(rs, f ), the beamformer attempts to minimize the error

betweenG(r̄ p̄, h̄p̄, f ) andGd(rs, f ), by using the optimal microphone configuration indexed with

p̄ and the optimal set of FIR coefficients,h̄p̄. Here we adopt thel2−norm criterion to evaluate the

error betweenG(r̄ p̄, h̄p̄, f ) andGd(rs, f ), as the other objective criteria such as thel∞−norm [42,

43] and thel1−norm minimax [12, 44] are more computationally expensive. Based onl2−norm,

the objective function (4) is formulated in order to evaluate the effectiveness of the beamformer

which is embedded with the FIR filters with the coefficient set, h̄p̄, and is configurated with the

microphones with the indexes, ¯p.

E(r̄ p̄, h̄p̄) =
1

||Ω||

∫
Ω

ρ(rs, f )||G(r̄ p̄, h̄p̄, f )−Gd(rs, f )||2d f, (4)

whereΩ is a specified spatial-frequency domain as the definition field of Gd(rs, f ), andρ(rs, f ) is

a positive weighting function. Usually, the domain,Ω = Ωp
⋃

Ωs, consists of the passband region,
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Ωp, and stopband region,Ωs.

In order to obtain the optimal microphone configuration, thebeamformer design aims to opti-

mize two criterions: i) the error,E(r̄ p̄, h̄p̄), between the actual response and the desired response,

and ii) the number of microphones,N, installed on the beamformer, which can be represented by

the index vector length,|p̄|. The optimal microphone configuration problem is formulated by (5)

as a multi-objective optimization problem.

min
p̄∈Λ(M),h̄p̄∈RL×|p̄|

(E(r̄ p̄, h̄p̄), |p̄|) (5)

whereΛ(M) is a set of permutation vectors of which each permutation vector consists of un-

identical elements and the length of each permutation vector is less than the number of feasible

microphones,M. Λ(M) is given by

Λ(M) = {p̄= [p(1), ..., p(N)]|∀p(i)∈ [1, ...,M],with N ≤ M;

but p(i) 6= p( j) for all i 6= j ∈ [1, ...,N] }.
.

The microphone configuration optimization problem (5) can be simplified as (6), as the set of

optimal filter coefficients,̄h∗p̄, can be determined using the two-stage based interior pointmethod

[45] when the microphone locations, ¯r p̄, are given.

min
p̄∈Λ(M)

(E(r̄ p̄, h̄
∗
p̄), |p̄|). (6)

The existing heuristic method [22] has been used to minimizethe errorE in (5) but it cannot

minimize the|p̄| which represents the number of microphones used in the array. (5) is formulated

to minimize bothE and|p̄|. Although solving (6) is simpler than solving (5), (6) is still NP-hard

multi-objective optimization problem. When the brute-force search is used to determine the opti-
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mal solution of (6) by all possible inΛ(M), the computational complexity ofO(2M) is required.

However, testing all microphone configurations is impractical. For example, when there are only

25 feasible locations for the multichannel beamformer design, more than 33.5 millions configura-

tions are required to be simulated. To determine the microphone configuration in a shorter time,

a systematical and effective method, namely the Taguchi method [24, 46], is proposed, where the

Taguchi method has been widely used to maximize the quality characteristics and robustness of

products. The Taguchi method uses a representative subset of microphone configurations in order

to determine the most appropriate one. The operations of theTaguchi method for determining the

multichannel beamformer configuration are detailed in Section 3.

3 Determination of microphone configuration

In this section, the Taguchi method is proposed to determinethe optimal microphone configuration.

First, an orthogonal array with respect to the feasible locations of the microphones is generated.

Experiments are conducted based on the microphone configurations represented by the combina-

tions of the orthogonal array. Based on the analysis for Pareto-optimal set, the optimal combination

is determined with respect to the two citations defined in (5)for the microphone configuration de-

sign.

3.1 Development of orthogonal array

In order to determine the optimal microphone configuration with M feasible locations, all the

possible combinations of microphone configurations are required to be tested. Instead of testing

each combination of microphone configuration, we can use theTaguchi method to select only a

subset of these combinations while minimizing the number ofexperimental trials [23,24].
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The Taguchi method is developed with a series of orthogonal arrays namelyLn(2M), where

Ln(2M) is an×M matrix denoted by[ai, j ]n×M and each element,ai, j , is either 0 or 1. EachLn(2M)

consists ofn rows and each row represents a combination for a microphone configuration. For the

i-th combination, thej-th feasible location is installed with a microphone whenai, j = 1. When

ai, j = 0, the j-th feasible location is not installed. As an illustration,two orthogonal arrays namely

L4(23) andL8(24) are considered as:

L4(2
3) =





















1 1 1

1 0 0

0 1 0

0 0 1





















L8(2
4) =



















































1 1 1 1

1 1 1 0

1 0 0 1

1 0 0 0

0 1 0 1

0 1 0 0

0 0 1 1

0 0 1 0



















































L4(23) can be used to determine the appropriate microphone configuration with three feasible

locations using four experiments. The 1-st row represents the combination for the 1-st experiment

of which each of the three feasible locations is installed with a microphone. Hence, the microphone

configuration for the 1-st experiment is indexed with ¯p(1) = [1,2,3]. The 2-nd row represents the
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combination for the 2-nd experiment that the first feasible location is installed with a microphone

and the other two feasible locations are not installed. Hence, the microphone configuration for

the 2-nd experiment is indexed with ¯p(2) = [1]. The 3-rd row represents the combination for the

3-rd experiment that the second feasible location is installed with a microphone and the other two

feasible locations are not installed. Hence, the microphone configuration for the 3-rd experiment

is indexed with ¯p(3) = [2]. ForLn(2M), the microphone configuration for thei-th experiment with

i = 1,2, ...,n is indexed with

p̄(i) = [ j, if ai, j = 1 with j = 1,2, ...,M] (7)

Similarly, L8(24) is used to determine the appropriate microphone configuration with four fea-

sible locations using eight experiments. When the full factorial design is used for the multichannel

beamformer design, 16(i.e. 24 = 16) experiments are required. WhenL8(24) is used, only 8 ex-

periments are required. Hence, 8 (i.e. 16−8) experiments can be saved when comparing with the

full factorial design.

All Ln(2M) have two orthogonal properties:a) the numbers of 0s and 1s existM/2 times in all

columns; andb) every combination of 1 and 0 existsM/4 times in any two columns. Therefore,

the elements in each combination ofLn(2M) are orthogonal. Based on the combinations ofLn(2M),

an appropriate models can be obtained for an additive or an quadratic system as the combinations

of Ln(2M) are scatted uniformly over the space of all possible combinations [47]. This orthogonal

property exists in all combinations ofLn(2M), whereby every state of a feasible location occurs the

same number of times for all experiments. It minimizes the number of required experiments when

the orthogonal property is retained.
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1 Algorithm 1: GenOA

Input: M % number of feasible locations

Output: [ai, j ]n×M % orthogonal array Ln(2M)

Step 1: Define a parameterM2, whereM2 = (2i+1−1) with 2i −1≤ M ≤ 2i+1−1 for an integer
i ≥ 1.

Step 2: Define two parametersJ andn, whereJ = log2(M2+1) andn= 2J.

Step 3: Construct the elements for the basic columns as:

ai, j =

⌊

i −1
2J−k

⌋

mod(2)

where j = 2k−1; k= 1,2, ...,J; andi = 1,2, ...,n.

Step 4: Construct the nonbasic columns as:

a j+s−1 = (as+a j) mod(2)

wheres= 1,2, ...,J and j = 21,22, ...,2J−1.

Step 5: Change the value ofai, j by:
ai, j = |ai, j −1|

wherei = 1,2, ...,M and j = 1,2, , ...,n.

Algorithm 1 namely Orthogonal array generator (GenOA) is used to generateLn(2M) (or

[ai, j ]n×M) for a feasible number of locations,M, wheren = 2i+1 with 2i − 1 ≤ M ≤ 2i+1 − 1

for an integeri ≥ 1. In Ln(2M), the j-th column is denoted bya j , whereaj with j = 2k−1 and

k= 1,2, ..., log2(n) are the basic columns and the other columns are the nonbasic columns. GenOA

generates the basic columns first and then it generates the nonbasic columns.

Based on GenOA, the orthogonal array,Ln(2M), can be generated to determine the optimal mi-

crophone configuration forM feasible locations usingn experiments. Hence, 2M −n experiments

can be saved as the full factorial design requires 2M experiments. Table I shows the numbers of ex-

periments required by the orthogonal arrays and the full factorial designs when different numbers

feasible locations are used. It shows that significant amount of experiments can be saved when the
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Table I: Experiments required by the orthogonal arrays and the full factorial designs
Number
of feasible
locations

3 7 15 31 63 127 255 511

Orthogonal
arrays

L4(23) L8(27) L16(215) L32(231) L64(263) L128(2127) L256(2255) L512(2511)

Experiments
required on
Orthogonal
arrays

4 8 16 32 64 128 256 512

Experiments
required on
full factorial
designs

8 128 32768 2.15 ×
109

9.22 ×
1018

1.70 ×
1038

5.79 ×
1076

6.70 ×
10153

orthogonal arrays are used.

3.2 Taguchi method for microphone configuration design

The Taguchi method first conductsn experiments with respect to then microphone configurations

indexed by then combinations onLn(2M). Assume thatE(r̄ p̄(i), h̄p̄(i)) and|p̄(i)| with i = 1,2, ...,n

are the two citations defined in (5) for thei-th experiment, where ¯p(i) is the index of thei-th com-

bination onLn(2M); E(r̄ p̄(i), h̄p̄(i)) represents the error between the desired response and the actual

response; and|p̄(i)| represents the number of microphones, when thei-th experiment indexed with

p̄(i) is conducted. Based on thenexperimental results, the objective coordinates namely,f̄ ((p̄(i))),

involved with the two citations is defined as:

f̄ ((p̄(i))) = [E(r̄ p̄(i), h̄p̄(i)), |p̄(i)|] (8)

wherei = 1,2, ...,n. Assume the universal be

Ū = { f̄ (p̄(1)), f̄ (p̄(2)), ..., f̄(p̄(n))}, (9)
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the correspondinḡf (p̄(i)) in the Pareto-optimal set [48] namelȳP which is the subset of̄U can

be determined. The correspondinḡf (p̄(i)) in P̄ are composed of all̄f (p̄(i)) in Ū , where the two

citations of the correspondinḡf (p̄(i)) are simultaneously smaller than thosēf (p̄( j)) which are

not in P̄. Alternatively, p̄(i), is Pareto-optimalif and only if there is no ¯p( j) for which f̄ (p̄( j)) =

(E(r̄ p̄( j), h̄p̄( j)), |p̄( j)|) dominatesf̄ (p̄(i)) = (E(r̄ p̄(i), h̄p̄(i)), |p̄(i)|). Therefore, nof̄ (p̄( j)) ∈ U

exists such that

(E(r̄ p̄( j), h̄p̄( j))< E(r̄ p̄(i), h̄p̄(i)))∧ (|p̄( j)|< |p̄(i)|) (10)

All f̄ (p̄(i)) in P̄ is the Pareto-optimal, efficient, or admissible set of the multi-objective prob-

lem (5). Alternatively, f̄ (p̄(i)) are the solutions of the multi-objective problem (5). The Pareto-

optimality is only a conceptual notion towards the practical solution of a multi-objective prob-

lem (5), which usually involves the choice a single compromise solution from the non-dominated

set based on the preference information. Here a rank-based approach [49] is proposed where all

nondominated objective coordinates are assigned as rank 1 which is illustrated in Figure 2. An

objective coordinate,̄f (p̄(i)), dominated bydi objective coordinates, is considered. The rank for

f̄ (p̄(i)) is given by:

rank( f̄ (p̄(i))) = 1+di (11)

Algorithm 2 namely Taguchi method (TM) is used to determine the optimal microphone con-

figuration, p̄(i) with f̄ (p̄(i)) ∈ P̄, using the orthogonal array when the feasible locations,r i with

i = 1, ...,M, are given. The objective coordinates,f̄ (p̄(i)), with rank 1 are defined as the Pareto-

optimal of which f̄ (p̄(i)) ∈ P̄.
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Figure 2: Ranking of the two citations for microphone configuration design.

1 Algorithm 2: Taguchi method (TM)

Input: r i with i = 1, ...,M
% the M feasible locations

Output: All p̄(i) with f̄ (p̄(i)) ∈ P̄
% the multichannel microphone configurations

Step 1: Generate the orthogonal array,Ln(2M), with respect to theM feasible locations using
GenOA.

Step 2: Conductsn experiments with respect to then microphone configurations indexed by the
n combinations onLn(2M).

Step 3: Determine the objective coordinates,f̄ ((p̄(i))) in (8), based on then experimental
results.

Step 4: Determine the ranks for all̄f ((p̄(i))) based on (11).

Step 5: Define the objective coordinates,̄f (p̄(i)) with rank 1, to be the Pareto-optimal of which
f̄ (p̄(i)) ∈ P̄.
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4 Case studies of microphone configuration design

4.1 Experimental set-up

In this section, a model for a common rectangular office [31] with the size of 8m×4m×3m is used

to evaluate the effectiveness of the Taguchi method for microphone configuration design. The

model simulates the characteristics of the room surface based on the image-source method [50].

It models the diffuse reverberation tail as decaying randomnoise. All codes for the development

of the Taguchi method and the office model are based on the MATLAB platform on a PC with

Intel(R), Core(TM) i5 CPU with 2.53 GHz. In this research, the desired response function is

specified over a region which simulates a teleconferencing or hands free mobile phone application.

This includes the frequency range of human voice, and a rangeof positions that microphones are

directed towards. The desired response function in the passband region is given as:

Gd(rs, f ) = e− j2π f ( ||rs−rc||
c + L−1

2 T),

wherec=340.9m/s is the sound speed; the sampling time,T, is set as 0.125×10−3 seconds; the

weighting function,ρ(r̄ p̄, f ), in (4) is chosen as 1; andrc is the center position of the microphones

indexed with ¯p. It is given as:

rc =
1
|p̄|

| p̄|
∑
i=1

r p(i)

Here we consider a configuration design problem in two dimensions. The speaker is stationed

on the plane withz= 0 so that both passband and stopband are defined on this plane.The M

feasible locations for the microphones are placed in the plane with z = 1 which is one meter

vertically away from the speaker. As the speaker is on the plane with z=0, both passband and
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stopband are also located on the floor. The passband regionΩp and the stopband regionΩs are

defined in the following:

Ωp = {(r, f ) | ||(x,y)|| ≤ 0.4m,z= 0m, 0.5kHz≤ f ≤ 1.5kHz}, and

Ωs= {(r, f ) | ||(x,y)|| ≤ 0.4m,z= 0m, 2.0kHz≤ f ≤ 4.0kHz}. . .

∪{(r, f ) | 1.8m≤ ||(x,y)|| ≤ 3.0m,z= 0m, 0.5kHz≤ f ≤ 1.5kHz}. . .

∪{(r, f ) | 1.8m≤ ||(x,y)|| ≤ 3.0m,z= 0m, 2.0kHz≤ f ≤ 4.0kHz}.

For the discretization ofΩ = Ωp
⋂

Ωs, each of the frequency domain regions is generated 60

points, and the spatial domain regions are taken every 0.2m.The feasible locations of the 37 micro-

phones,r i with i = 1,2, ...,37, is distributed on the circumference with the radius, 0.832m, and the

center, (0,0,1), where the circumference is located horizontally on the top of the rectangle office.

They are illustrated by “o” in Figure 4. This design attemptsto simulate the audio appliance that

only the circumference is available for installing the microphones. This design problem attempts

to use minimize number of microphones in order to achieve maximum beamformer performance.

r1 = (0,0,1), and the other feasible locations,r i with i = 2,3, ...,37, are given by:

r i = (0.832·cos(2·π·(i−1)
36 ),0.832·sin(2·π·(i−1)

36 ),1)

4.2 Implementation of the Taguchi method

The Taguchi method discussed in Section III is used to determine the appropriate microphone

configuration. It first determines the orthogonal array based on Algorithm 1 (GenOA) in order

to generate a set of the microphone configurations for the experimental purpose. As there are 21

feasible locations, the orthogonal array,L32(221) with 21 design factors and 32 combinations of

microphone configurations, was generated and is illustrated in Figure 5. Figure 5 also shows the
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32 experimental results which illustrate the errors between the actual and desired responses and

the numbers of microphones used on the 32 microphone configurations.

Based onL32(221), 32 experiments are only required to be conducted in order todetermine
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the appropriate microphone configuration. If the full factorial design is used, a total of 2.10×106

(i.e. 221) experiments are required to determine the appropriate microphone configuration as the

number of feasible locations is 21. When 2 minutes are required for each experiments, 4.20×106

minutes (i.e. 70×103 hours or 2917 days) are required for the full factorial design. Using 2917

days to design a microphone configuration is not practical. When the Taguchi method is used, only

64 minutes (i.e. 32 experiments or 1.067 hours) are requiredto be used. Therefore, a significant

amount of experimental efforts can be saved when the Taguchimethod is used.

To determine the Pareto-optimal microphone configurations, the Algorithm 2, Taguchi method

(TM) presented in Section III.B is used. The most right hand column of Figure 5 shows the rank for

each microphone configuration with respect to (5). The 1-st,2-nd, 4-th, 6-th and 12-th microphone

configurations were graded as Rank 1. Also, the rank for each microphone configuration is shown

in Figure 6. It illustrates the solutions in the Pareto-optimal set dominate by the other microphone

configurations.

For the 1-st microphone configuration with rank 1, Figure 6 shows that the error is -38.96dB

and the number of microphones used on the design is 19. We plotan actual response in thexy-

plane for frequency 1400Hz in Figure 7. It shows that the higher signal to noise ratio exists in

the passband (i.e.||(x,y)|| ≤ 0.4m) and lower signal to noise ratio exists in the stopband which

is in the region of 1.8m≥ ||(x,y)|| ≤ 3.0m. Although the error is the smallest, the number of

microphones is the largest. The 5-th microphone configuration is in the middle of the Pareto-

optimal set. 11 microphones were used which is much smaller than the 1-st configuration. Also,

the errors obtained are generally small compared with the others. This example demonstrates that

the procedures of using the Taguchi method in designing the microphone configuration. Based

on the Taguchi method, experimental combinations on microphone configuration design can be

advised.
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Trials r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 r11 r12 r13 r14 r15 r16 r17 r18 r19 Error 

(dB)

No.

microphones

Rank

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 -38.96 19 1

2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 -31.38 15 1

3 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 -23.86 11 6 

4 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 -20.58 7 1

5 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 -26.49 11 1

6 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 -20.45 7 2 

7 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 -23.86 11 7 

8 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 -20.41 7 3 

9 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 -24.01 9 2 

10 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 1 1 -23.97 9 3 

11 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1 1 1 0 0 -23.74 9 5 

12 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1 0 0 1 1 -24.13 9 1

13 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 -23.06 9 8 

14 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 0 0 1 1 -23.40 9 7 

15 1 0 0 0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0 -23.55 9 6 

16 1 0 0 0 0 1 1 0 0 1 1 1 1 0 0 0 0 1 1 -23.87 9 4 

17 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 -20.56 9 10 

18 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 -20.52 9 11 

19 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 1 0 1 0 -20.50 9 12 

20 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 -20.49 9 14 

21 0 1 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0 1 0 -20.46 9 16 

22 0 1 0 0 1 0 1 1 0 1 0 0 1 0 1 0 1 0 1 -20.45 9 18 

23 0 1 0 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 -20.50 9 13 

24 0 1 0 0 1 0 1 0 1 0 1 1 0 1 0 0 1 0 1 -20.45 9 17 

25 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 -20.13 9 26 

26 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0 1 1 0 -20.14 9 25 

27 0 0 1 1 0 0 1 0 1 1 0 0 1 1 0 1 0 0 1 -20.39 9 21 

28 0 0 1 1 0 0 1 0 1 1 0 0 1 1 0 0 1 1 0 -20.12 9 27 

29 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0 1 0 0 1 -20.48 9 15 

30 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0 0 1 1 0 -20.37 9 23 

31 0 0 1 0 1 1 0 0 1 1 0 1 0 0 1 1 0 0 1 -20.33 9 24 

32 0 0 1 0 1 1 0 0 1 1 0 1 0 0 1 0 1 1 0 -20.38 9 22 

Figure 5: The results for the 64 microphone configurations (a) First objective: Error between the
actual response and the desired response; (b) Second objective: Number of microphones; and (c)
Rank with respect to the two objectives.

4.3 Evaluations of the Taguchi method

To compare the results obtained by the Taguchi method which small amount of experimental time

is only available, two commonly-used heuristic methods including genetic algorithm (GA) [32]

and particle swarm optimization algorithm (PSO) [35] have also been used as they have been used

on designing microphone configurations [36–41]. They are commonly used on solving multi-

objective problems. The comparison attempts to show the performance of the microphone con-

figurations when small amount of experimental time is required for the configuration design. The

following parameters and mechanisms were used in the two heuristic methods:
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In the GA , a population of chromosomes in binary representation withM bits is used, where

the bit with ’1’ represents that the corresponding feasiblelocation is installed with the microphone

and that with ’0’ represents no microphone is installed. (5)is used as the GA fitness function

which are identical to the that used in the Taguchi method. The evolutionary operations including

selection, crossover and mutation discussed in [51], is used to generate a new population. The evo-

lutionary operations repeat until the termination condition is reached, where the GA is terminated

when a chromosome dominates the Pareto-optimal solution obtained by the Taguchi method. This

termination condition attempts to evaluate whether the Taguchi method is more effective than the

GA when small amount of computational evaluations are used.Here the two GAs, namely GA-10

and GA-20, were used, where the populations with 10 and 20 chromosomes were used in the GA-

10 and the GA-20 respectively. The following parameters were used in the two GAs: crossover

rate = 0.8; and mutation rate = 0.1.

In the PSO, each particle is represented by a binary string withM elements which is same

as the GA chromosomes. The fitness function of the PSO is same as that used in the Taguchi

method which is (5). When a particle of PSO dominates the Pareto-optimal solution obtained by

the Taguchi method, the PSO is terminated. It attempts to evaluate whether the Taguchi method

is more effective than the PSO when small amount of computational evaluations are used. Here

the two PSOs with two swarm sizes, namely PSO-10 and PSO-20, were used, where PSO-10 and

PSO-20 have 10 and 20 particles respectively. The maximum and minimum inertia weights of the

two PSOs were set to 0.9 and 0.2, respectively, and the initial acceleration coefficients were set to

2.

As both the GAs and the PSOs are involved with the stochastic operations, different micro-

phone configurations can be generated with different runs. Therefore, GA-10, GA-20, PSO-10

and PSO-20, were run 30 times, and the computational effortsfor all runs were recorded. The
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Figure 8: Computational efforts used on the proposed Taguchi method and the four tested methods.

computational efforts used for all the tested methods are shown in Figure 8. It shows that both

PSO-10 and PSO-20 required about 37 and 35 computational evaluations which are more than

those required by the Taguchi method which required 32. The computational evaluations used by

the GA-10 and the GA-20 are about 42 and 35 which are more than that of the Taguchi method.

Therefore, the Taguchi method is more effective than the twoheuristic methods, GAs and PSOs,

in designing microphone configurations. Also, the Taguchi method is a deterministic method of

which same microphone configurations can be generated with different runs, unlike both the GAs

and PSOs that different microphone configurations are generated with different runs. Hence, the

advantages of the Taguchi method are indicated when small number of experiments is required.
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Table II: Details of the four designs with four different numbers of feasible locations
Number
of feasible
locations

16 36 64 100

Orthogonal
arrays

L32(216) L64(236) L128(264) L256(2100)

Experiments
required on
Orthogonal
arrays

32 64 128 256

Experiments
required on
full factorial
designs

65536 1.8447×1019 3.4028×1038 1.1579×1077

4.4 Further Validation of the Taguchi method

We consider four microphone configuration designs withM to be 16, 36, 64, and 100, where the

feasible locations of theM microphones is given by dividing the plane withz= 1 into
√

M×
√

M

hexagonal grids on a plane with 3x3 dimension. We consider the hexagonal grids, as they are

effective on arithmetic computations for many signal processing operations [52]. The orthogonal

arrays,L32(216), L64(236), L128(264), andL256(2100), are used for the four designs withM as 16,

36, 64 and 100 respectively, and 32, 64, 128 and 256 microphone configurations are considered in

theL32(216), L64(236), L128(264) andL256(2100) respectively. To compare the computational time

required by the Taguchi method, GA-10, GA-20, PSO-10 and PSO-20 are used to determine the

microphone configurations, where the termination condition is same as that used in Section IV.C.

The numbers of experiments required on the orthogonal arrays and full factorial designs are shown

in Table II.

GA-10, GA-20, PSO-10 and PSO-20, were run 30 times for the four designs, and the com-

putational evaluations required for all runs were recorded. Figure 9 shows computational eval-

uations required by the Taguchi method and the other tested methods. Figure 9(a) shows that
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GA-10 normally required 34 to 42 computational evaluationsto obtain the solution obtained by

the Taguchi method, where the Taguchi method only required 32 computational evaluations. Also

the medium computational evaluations required by GA-10 is 39 which is larger than that required

by the Taguchi method. Hence, Taguchi method required less computational effort than GA-10.

Similar results can be found in GA-20, PSO-10 and PSO-20 of which more computational evalu-

ations are generally required than those required by the Taguchi method. For the designs for the

36, 64 and 100 feasible locations, similar results show thatthe Taguchi method required less com-

putational evaluations than GA-10, GA-20, PSO-10 and PSO-20. Therefore, the Taguchi method

is generally more effective than the two heuristic methods when small numbers of computational

evaluations are required.

Better results can be explained by the mechanisms of the Taguchi method and the two heuristic

methods. The Taguchi method covers the microphone configuration in an orthogonal way and all

combinations are balanced orthogonally. It is more likely to obtain a reasonable configuration when

small number of experiments is conducted. The two heuristicmethods distributes the combination

in a random way and the combinations are not distributed orthogonally. When small number of

experiments is required, Taguchi method can obtain similarconfigurations which are generated by

the heuristic methods. The heuristic methods generally require more computational efforts.

5 Conclusions

In this paper, the Taguchi method was developed to design effective beamformer which uses small

number of microphones. This configuration design problem isNP-hard nonlinear and non-convex,

as 2n configurations are required to be tested whenn feasible locations are available for the mi-

crophone configuration design. Although heuristic methodshave been developed to solve this
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problem, they require long computational time. The Taguchimethod attempts to conduct system-

atical experiments based on orthogonal arrays to study the microphone configuration using a small

amount of computational time, and it can roughly determine the appropriate microphone configu-

rations using small numbers of microphones. The effectiveness of the Taguchi method is evaluated

based on a case study which models a common office. The resultsshow that the Taguchi method

is capable to develop the microphone configurations with similar performance compared with the

two commonly used heuristic methods when shorter computational time is only available on the

design.
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Figure 9: Computational efforts for the four designs required by the tested methods
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