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Microphone configuration for beamformer design using

the Taguchi method

Kit Yan Charj Cedric Ka Fai Yidand Sven Nordholr

Abstract

In beamformer design, the microphone configurations which represent microphone num-
ber and positions are necessary to be optimized in order to improve the effectiveness of speech
enhancement. Determination of microphone configuration, number of elements and positions
is a nonlinear and non-convex NP-hard optimization problem which was not specified before.
However, this is a nonlinear and non-convex NP-hard optimization problem. Gradient-based
optimization methods can only converge to suboptimal solutions. Although the recently de-
veloped heuristic methods may find better configurations, they require long convergence time.
In this paper, we study the effectiveness of using Taguchi method to determine microphone
configuration. The Taguchi method is a robust and systematic optimization approach for de-
signing reliable and high-quality models. The method conducts systematic trials based on an
orthogonal array which represents a subset of representative configurations. It determines the
configurations based on the experimental trials, while the heuristic methods determine the con-
figurations by searching through the configuration domain until no better configuration can be
found. A case study based on a common office environment is used as an example to illustrate
the effectiveness of the Taguchi method and the commonly used heuristic methods. The numer-
ical results demonstrate that the method is capable to develop the microphone configurations
with similar performance compared with the heuristic methods when short computational time
is only available. Hence, the method is a strong candidate to design microphone configurations
when short development time is only available.

Keywords: Beamformer design, microphone configuration, speech enhancement, Taguchi

method, orthogonal array, evolutionary algorithms

*Kit-Yan Chan is the corresponding author, with the Department of Electrical and Computer Engineering, Curtin
University, Perth, Australia; e-mail: Kit.Chan@curtin.edu.au

TCedric Ka Fai Yiu is with the Department of Applied Mathematics, The Hong Kong Polytechnic University, Hung
Hom, Kowloon, Hong Kong, PR China; e-mail: cedric.yiu@polyu.edu.hk

*Sven Nordholm is with the Department of Electrical and Computer Engineering, Curtin University, Perth, Aus-
tralia; e-mail: Sven.Nordholm@curtin.edu.au

© 2016. This manuscript version is made available under the CC-BY-NC-ND 4.0 license https://creativecommons.org/licenses/by-nc-nd/4.0/



1 Introduction

Multichannel beamformers play an important role in speedtaacement [1-3] particularly in tele-
conferencing, hands-free communications, speech retogaind hearing aids. They are effective
to reduce localized and ambient noise from a desired deetia spatial filtering [4—6].

Many model-based approaches have been developed to detefittar coefficients of multi-
channel beamformers in order to improve speech enhancesffentiveness [7—12]. An appro-
priate microphone configuration is essential to be detezthio do the speech enhancement, as
beamformer performance changes significantly when diftem@icrophone placements are used.
When more microphones are used, more freedom of confignsatian be set up. The searching
freedom is larger and the better beamforming performantkely to be obtained. However, us-
ing more microphones increases the cost, weight, powernoopison and heat dissipation of the
beamformers. When the number of microphones is too smallrdtiation pattern outside the
main beam can be lost. Therefore, it is necessary to optiba#tethe number of microphones and
the beamformer performance [13].

For the microphone configuration design, we need to testofigurations in order to find
the optimal one, when feasible locations are available. Hence, it is almost irsjimbs to test
all microphone configurations, whemnis large. The optimal microphone configurations cannot
be determined effectively by gradient-based methods asigha NP-hard non-convex problem.
Similar to the design of microphone configurations, heiaristethods including evolutionary pro-
gramming [14, 15], genetic algorithm [16, 17], simulatea@aling algorithm [18—20] and pattern
search algorithm [21] have been developed in order to déterthe optimal sparse antenna array
configurations. A hybrid descent method [22] has been dpeeldo determine optimal solutions

for microphone placements. However, these heuristic nuistisaffer the limitations that they re-



quire long computational time when the cost function is cataponally complicated and also the
termination condition can only be defined implicitly.

As this is time consuming to determine the optimal configarebased on the full factorial set,
it is more desirable to determine an appropriate configumaiased on a representative subset. In
quality control, the Taguchi method has been successfaltg o design reliable and high-quality
products based on a subset of design configurations [23yBé}e the number of design factors of
products is huge and it is almostimpossible to conduct giéernents for all design configurations.
The Taguchi method uses the combination from orthogonayaro determine the representative
subset of configurations. It has been successfully usedsigresliable and high-quality products
at low cost for various products such as automobiles andurneselectronics [25-29].

Similar to design of high quality products, microphone cguafation design is involved with a
large number of design factors [30]. In this paper, we pregbs Taguchi method to develop mi-
crophone configuration for beamformer design. The Tagudthod conducts systematic experi-
ments based on orthogonal arrays to study the microphorigaaation, and then it determines the
appropriate microphone configurations with effective bfsaming performance and small num-
bers of microphones. The Taguchi method attempts to ovesdbm limitations of the heuristic
method [22], which encounters slow convergence rate andleterministic convergence solution.

A case study is conducted based on a common office [31] in tod=aluate the effectiveness
of the Taguchi method. The numerical results obtained byTdguchi method are compared
with those obtained by the two commonly used heuristic neithacluding genetic algorithm
(GA) [32—-34] and particle swarm optimization algorithm 935] for determining microphone
configurations. These two heuristic methods are also cortynused on solving multi-objective
problems and also they have been used on designing micreptanfigurations [36—41]. The

comparison indicates that the Taguchi method is capableveldp the microphone configurations



with similar beamforming performance compared with the tvearristic methods while shorter
computational time is required on the Taguchi method. Hetiee Taguchi method is a good
candidate on microphone configuration design when a quitkdasonable solution is desired.
Noting that array configurations need to change dependingesignal scenario.

The rest of this paper is organized as follows. In Section€fosmulate the microphone con-
figuration problem which aims to optimize the beamformefgrenance using a small number of
microphones. In Section 3, a Taguchi method is developedlting this microphone configura-
tion problem. In Section 4, a case study is used to demoadtnateffectiveness of the Taguchi
method by comparing with the two commonly used heuristichoés. In Section 5, a conclusion

is given.

2 Optimal microphone configuration for beamformer design

For the beamformer design, we assume that dhlgasible locations are available. As illustrated
in Figure 1,r; withi = 1,2,..,M are theM feasible locations of the microphones of which the

transfer function of the—th microphone is given as:

1 —jomfs|[rs—rill
C

: (1)

wherers is the location of the sound source and the sound speed under the atmosphere. Al-
though the heuristic method [22] has been developed to §2)yé is based on a set of random but
repeatingly evaluating the cost function in order to sedocta better sub-optimal solution. The
computational time of the heuristic method is too long areldbnvergence solution is not deter-
ministic. When a sampling ratés, is used by the microphones to capture the signal, the frexyue

response oi-th finite impulse response (FIR) filter can be represente@byvith respect to the
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Figure 1: The beamformer design withfeasible locations

i-th microphone as

H(hi, f) = hldo(f), @)

whereh; represents the coefficients of théh FIR filter with the filter lengthL anddo(f) is the

Kronecker delta frequency responseanddy( f) are given respectively as

hi = [hi(0),hi(1),...,hi(L—1)]", and



Based on the transfer function of théh microphoneA(r;, f), and the-th frequency response,
H(hi, f), givenin (1) and (2) respectively, the actual response eageinerated by the beamformer

as

_ N
G<r_|57h|57 f) = ;H(hp(l)7 f>A(rp(i)7 f)? (3)

when N microphones are configured on the beamformer and they at@l@sonN of the M
feasible locationsp is the index vector of the microphone configuration. It ithages the feasible
locations of theN microphones can be installegh is given byp = [p(1),..., p(N)] with p(i) #
p(j) € [1,2...,M], andi # j € [1,2...,N]; hg is the set of coefficients for the FIR filters with
respect to thé\ microphones.ﬁgis given byﬁgz [hp(1>,hp(2),...,hp(N)]T; andry represents the
locations of theN microphonest gis given byr g = (I p1),p(2), -+ p(N))-

Assume that the desired respons&igrs, f ), the beamformer attempts to minimize the error
betweenG(rp, ﬁg, f) andGqy(rs, f), by using the optimal microphone configuration indexed with
p and the optimal set of FIR coefficient%. Here we adopt thb—norm criterion to evaluate the
error betweerG(rpg, ﬁg, f) andGq(rs, f), as the other objective criteria such as khe-norm [42,
43] and thd1—norm minimax [12, 44] are more computationally expensivas&l or,—norm,
the objective function (4) is formulated in order to evatutte effectiveness of the beamformer
which is embedded with the FIR filters with the coefficient, gt and is configurated with the

microphones with the indexep,

_ = 1 _ -
E(Tp:e) = 1y L, (s D116 g 1) — G, 1), @

whereQ is a specified spatial-frequency domain as the definitiod 6&Gy(rs, f), andp(rs, f) is

a positive weighting function. Usually, the domath= QJ Qs, consists of the passband region,



Qp, and stopband regioQs.

In order to obtain the optimal microphone configuration, lkamformer design aims to opti-
mize two criterions: i) the erro&(rp, ﬁg), between the actual response and the desired response,
and ii) the number of microphonel, installed on the beamformer, which can be represented by

the index vector lengthp]. The optimal microphone configuration problem is formutiebg (5)

as a multi-objective optimization problem.

min E r_*,r_r, 5
pmin L (E(F ). B ©)

where/A\(M) is a set of permutation vectors of which each permutationovemonsists of un-
identical elements and the length of each permutation veéstess than the number of feasible

microphonesM. A(M) is given by

AM) ={p=Ip(1),...,p(N)]|Vp(i) € [1,...,M],with N < M;
butp(i) # p(j) foralli+# je[1,...,N] }. |
The microphone configuration optimization problem (5) carsimplified as (6), as the set of
optimal filter coefficientsh, can be determined using the two-stage based interior pwtiiod

[45] when the microphone locations;, are given.

53%@@ hs), [pl)- (6)

The existing heuristic method [22] has been used to minirfizesrrorE in (5) but it cannot
minimize the|p| which represents the number of microphones used in the. d6pis formulated
to minimize bothE and|p|. Although solving (6) is simpler than solving (5), (6) islsNP-hard

multi-objective optimization problem. When the brutedersearch is used to determine the opti-



mal solution of (6) by all possible in(M), the computational complexity a?(2V) is required.
However, testing all microphone configurations is impieaiti For example, when there are only
25 feasible locations for the multichannel beamformergtgsinore than 33.5 millions configura-
tions are required to be simulated. To determine the mi@opltonfiguration in a shorter time,
a systematical and effective method, namely the Taguchodef24, 46], is proposed, where the
Taguchi method has been widely used to maximize the qudidyacteristics and robustness of
products. The Taguchi method uses a representative subsétrophone configurations in order
to determine the most appropriate one. The operations diggaechi method for determining the

multichannel beamformer configuration are detailed iniSe@.

3 Determination of microphone configuration

In this section, the Taguchi method is proposed to deterthmeptimal microphone configuration.
First, an orthogonal array with respect to the feasibletlooa of the microphones is generated.
Experiments are conducted based on the microphone corfansaepresented by the combina-
tions of the orthogonal array. Based on the analysis fortBanetimal set, the optimal combination
is determined with respect to the two citations defined if@b}he microphone configuration de-

sign.

3.1 Development of orthogonal array

In order to determine the optimal microphone configuratiathw! feasible locations, all the
possible combinations of microphone configurations areired to be tested. Instead of testing
each combination of microphone configuration, we can us&#geichi method to select only a

subset of these combinations while minimizing the numbexpierimental trials [23, 24].



The Taguchi method is developed with a series of orthogomays namelyL,(2M), where
Ln(2M) is an x M matrix denoted byai jlnxm and each elemerd; j, is either O or 1. Eachp(2M)
consists oh rows and each row represents a combination for a microphamfgaration. For the
i-th combination, thg-th feasible location is installed with a microphone wtegn = 1. When
gj j = 0, thej-th feasible location is not installed. As an illustratibmp orthogonal arrays namely

L4(2%) andLg(2%) are considered as:

L4(2%) =

Lg(2%) =

0010

L4(23) can be used to determine the appropriate microphone coafigawith three feasible
locations using four experiments. The 1-st row represd@tsombination for the 1-st experiment
of which each of the three feasible locations is installetthwimicrophone. Hence, the microphone

configuration for the 1-st experiment is indexed wiif1) = [1,2,3]. The 2-nd row represents the



combination for the 2-nd experiment that the first feasibtation is installed with a microphone
and the other two feasible locations are not installed. Hetite microphone configuration for
the 2-nd experiment is indexed wifi{2) = [1]. The 3-rd row represents the combination for the
3-rd experiment that the second feasible location is itestatith a microphone and the other two
feasible locations are not installed. Hence, the microphmmnfiguration for the 3-rd experiment
is indexed withp(3) = [2]. ForLn(2M), the microphone configuration for tieh experiment with

i=1,2,...,nis indexed with

p(i) =[], if & j=1with j=1,2,...,M] 7)

Similarly, Lg(2*) is used to determine the appropriate microphone configuratith four fea-
sible locations using eight experiments. When the fulldaet design is used for the multichannel
beamformer design, 16.e. 2* = 16) experiments are required. Wheg(2%) is used, only 8 ex-
periments are required. Hence, 8 (i.e.-18) experiments can be saved when comparing with the
full factorial design.

All Ln(2M) have two orthogonal properties) the numbers of Os and 1s exidt/2 times in all
columns; and) every combination of 1 and O exidt$/4 times in any two columns. Therefore,
the elements in each combinationigf2\) are orthogonal. Based on the combinationks,g2V),
an appropriate models can be obtained for an additive or adrgtic system as the combinations
of Ln(2M) are scatted uniformly over the space of all possible conttoinga[47]. This orthogonal
property exists in all combinations bf,(2V), whereby every state of a feasible location occurs the
same number of times for all experiments. It minimizes theber of required experiments when

the orthogonal property is retained.
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1 Algorithm 1: GenOA

Input: M % number of feasible locations
Output: [a; jJnxm % orthogonal array |y (2M)

Step 1: Define a parameteél,, whereM, = (21— 1) with 2 — 1 <M < 2'+1 — 1 for an integer
i > 1.

Step 2: Define two parameterdandn, whereJ = log, (M, + 1) andn = 27.

Step 3: Construct the elements for the basic columns as:
o= | ok | mod2
wherej =21 k=12 .. J;andi=1,2,....n.
Step 4: Construct the nonbasic columns as:
aj+s-1 = (as+aj) mod2)
wheres=1,2,....Jandj =21 22 ... 21

Step 5: Change the value @ j by:
aj = |aij—1

wherei =1,2,....Mandj=12,,....n.

Algorithm 1 namely Orthogonal array generator (GenOA) isduso generaté.n(2M) (or
[ai jlnxm) for a feasible number of locations), wheren = 2+% with 2 —1 <M <2+ -1
for an integeri > 1. In Ln(2M), the j-th column is denoted bg;, wherea; with j = 25~ and
k=1,2,....log,(n) are the basic columns and the other columns are the nonlmhsinrs. GenOA
generates the basic columns first and then it generates titr@sic columns.

Based on GenOA, the orthogonal array(2V), can be generated to determine the optimal mi-
crophone configuration fdvl feasible locations using experiments. Hence M2— n experiments
can be saved as the full factorial design requifés2periments. Table | shows the numbers of ex-
periments required by the orthogonal arrays and the fulbféad designs when different numbers

feasible locations are used. It shows that significant atmofuexperiments can be saved when the
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Table I: Experiments required by the orthogonal arrays and theduatbirial designs

Number 3 7
of feasible
locations

15 31 63 127

255

511

Orthogonal [ La(2%)] Ls(2")[ L16(2") [ L32(2%%) [ Lea(2%%) [ L12g(2™")

arrays

~—

I—256(2255)

L512(2511)

Experiments || 4 8 16 32 64 128

required on
Orthogonal
arrays

256

512

128 32768 | 2.15 x

10°

9.22 x
10'8

170 x
1038

Experiments | 8
required on
full factorial
designs

579 x
1076

6.70 x
1053

orthogonal arrays are used.

3.2 Taguchi method for microphone configuration design

The Taguchi method first conducstexperiments with respect to timemicrophone configurations

indexed by then combinations o, (2V). Assume thakE (r i), hgiy) and|p(i)| withi=1,2,....n

are the two citations defined in (5) for th¢h experiment, wherg(i) is the index of the-th com-

bination onL,(2M); E(rai) ﬁg(i)) represents the error between the desired response andubé ac

response; anp(i)| represents the number of microphones, when-theexperiment indexed with

p(i) is conducted. Based on thexperimental results, the objective coordinates nanié{y(i))),

involved with the two citations is defined as:

F((P())) = [E(Fgi) gty ), | PUI) ]

wherei = 1,2, ...,n. Assume the universal be

(8)

(9)



the correspondingd (p(i)) in the Pareto-optimal set [48] name®/which is the subset dfl can

be determined. The correspondifigp(i)) in P are composed of all(p(i)) in U, where the two

citations of the correspondinfy(p(i)) are simultaneously smaller than thoi(j)) which are

not in P. Alternatively,p(i), is Pareto-optimaif and only if there is nop(j) for which f(p(j)) =

(E(Tiij),haij))s [PUi)|) dominatesf (pli)) = (E(Tgi). haiy), |P)]). Therefore, nof (pij)) € U

exists such that

(E(ai)-Mati) < Eis hai)) A (RG] < [P)]) (10)

All f(p(i)) in P is the Pareto-optimal, efficient, or admissible set of thétirmbjective prob-

lem (5). Alternatively,f(p(i)) are the solutions of the multi-objective problem (5). TheeRa
optimality is only a conceptual notion towards the pradtsaution of a multi-objective prob-
lem (5), which usually involves the choice a single comps®solution from the non-dominated
set based on the preference information. Here a rank-bag®edach [49] is proposed where all

nondominated objective coordinates are assigned as rarkichws illustrated in Figure 2. An

objective coordinatef (p(i)), dominated byd; objective coordinates, is considered. The rank for

f(p(i)) is given by:

rank(f(p(i))) =1+d (12)

Algorithm 2 namely Taguchi method (TM) is used to determime dptimal microphone con-

figuration, p(i) with f(p(i)) € P, using the orthogonal array when the feasible locationgijth
i =1,...,M, are given. The objective coordinatdgp(i)), with rank 1 are defined as the Pareto-

optimal of whichf (p(i)) € P.
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Figure 2: Ranking of the two citations for microphone confajion design.

1 Algorithm 2: Taguchi method (TM)

Input: riwithi=1,....M
% the M feasible locations

Output: All p(i) with f(p(i)) € P
% the multichannel microphone configurations

Step 1: Generate the orthogonal array(2V), with respect to th&/ feasible locations using
GenOA.

Step 2: Conducts experiments with respect to timemicrophone configurations indexed by the
n combinations o.p(2M),

Step 3: Determine the objective coordinatds(p(i))) in (8), based on tha experimental
results.

Step 4: Determine the ranks for afl((p(i))) based on (11).

Step 5: Define the objective coordinate(p(i)) with rank 1, to be the Pareto-optimal of which




4 Case studies of microphone configuration design

4.1 Experimental set-up

In this section, a model for a common rectangular office [3iththe size of 8nx4mx3m is used
to evaluate the effectiveness of the Taguchi method for opieone configuration design. The
model simulates the characteristics of the room surfacedban the image-source method [50].
It models the diffuse reverberation tail as decaying randomse. All codes for the development
of the Taguchi method and the office model are based on tkeLMs platform on a PC with
Intel(R), Core(TM) i5 CPU with 2.53 GHz. In this researche tlesired response function is
specified over a region which simulates a teleconferenaiiguods free mobile phone application.
This includes the frequency range of human voice, and a rahgesitions that microphones are
directed towards. The desired response function in théopasisregion is given as:

[Irs—rcl|

Gd(r57 f) - eﬁjznf(?{»%'r),

wherec =340.9m/s is the sound speed; the sampling tilmes set as 0.12510 2 seconds; the
weighting functionp(rp, f), in (4) is chosen as 1; and is the center position of the microphones

indexed withp. It is given as:

1 [Pl
re=-—= Y Iy
c |5[i;p(')

Here we consider a configuration design problem in two dinoeiss The speaker is stationed
on the plane witlz = 0 so that both passband and stopband are defined on this pléee\
feasible locations for the microphones are placed in thaeplaith z= 1 which is one meter

vertically away from the speaker. As the speaker is on theeplgith z =0, both passband and

15



stopband are also located on the floor. The passband r€gjand the stopband regidds are
defined in the following:
Qp={(r,f)||(X,y)]| <0.4m,z=0m, 05kHz < f <1.5kHz}, and
Qs=A{(r,f) | ||(x,y)]| <0.4m,z=0m, 20kHz < f <4.0kHz}...
U{(r,f) | 1.8m<||(x,y)|| <3.0m,z=0m, 05kHz< f < 1.5kHz}...
U{(r, f) | L.8m< [|(x,y)|| < 3.0m,z=0m, 20kHz< f < 4.0kHz}.

For the discretization o2 = QN Qs, each of the frequency domain regions is generated 60
points, and the spatial domain regions are taken every OlBenfeasible locations of the 37 micro-
phonesr; withi=1,2,...,37, is distributed on the circumference with the radius32r8, and the
center, (0,0,1), where the circumference is located hotaly on the top of the rectangle office.
They are illustrated by “0” in Figure 4. This design attemjotsimulate the audio appliance that
only the circumference is available for installing the rojgnones. This design problem attempts
to use minimize number of microphones in order to achieveimam beamformer performance.

ri =(0,0,1), and the other feasible locatiomswith i = 2,3, ..., 37, are given by:

ri = (0.832- cog 21 0.832. sin(2T(-Y) 1)

4.2 Implementation of the Taguchi method

The Taguchi method discussed in Section Il is used to deterriine appropriate microphone
configuration. It first determines the orthogonal array Hase Algorithm 1 (GenOA) in order

to generate a set of the microphone configurations for therexental purpose. As there are 21
feasible locations, the orthogonal arrayp(221) with 21 design factors and 32 combinations of

microphone configurations, was generated and is illustraté&igure 5. Figure 5 also shows the
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32 experimental results which illustrate the errors betwie actual and desired responses and
the numbers of microphones used on the 32 microphone coafigos.

Based onl_3,(221), 32 experiments are only required to be conducted in ordeietermine

17



the appropriate microphone configuration. If the full fazibdesign is used, a total of 0 x 10°
(i.,e. 21 experiments are required to determine the appropriateoptione configuration as the
number of feasible locations is 21. When 2 minutes are reduor each experiments,20 x 10°
minutes (i.e. 70< 10° hours or 2917 days) are required for the full factorial desigsing 2917
days to design a microphone configuration is not practicddel\the Taguchi method is used, only
64 minutes (i.e. 32 experiments or 1.067 hours) are requirée used. Therefore, a significant
amount of experimental efforts can be saved when the Taguoettiod is used.

To determine the Pareto-optimal microphone configuratihresAlgorithm 2, Taguchi method
(TM) presented in Section 111.B is used. The most right haoldimin of Figure 5 shows the rank for
each microphone configuration with respect to (5). The 2-sij, 4-th, 6-th and 12-th microphone
configurations were graded as Rank 1. Also, the rank for eactophone configuration is shown
in Figure 6. It illustrates the solutions in the Pareto-mati set dominate by the other microphone
configurations.

For the 1-st microphone configuration with rank 1, Figure évehthat the error is -38.96dB
and the number of microphones used on the design is 19. Weplattual response in thxg-
plane for frequency 1400Hz in Figure 7. It shows that the éigdignal to noise ratio exists in
the passband (i.€|(x,y)|| < 0.4m) and lower signal to noise ratio exists in the stopbandiwhi
is in the region of 18m > ||(x,y)|| < 3.0m. Although the error is the smallest, the number of
microphones is the largest. The 5-th microphone configunas in the middle of the Pareto-
optimal set. 11 microphones were used which is much sméalér the 1-st configuration. Also,
the errors obtained are generally small compared with therst This example demonstrates that
the procedures of using the Taguchi method in designing ticeophone configuration. Based
on the Taguchi method, experimental combinations on miwaop configuration design can be

advised.
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Trials | ry | ry | #r3 | Py | #s | P | P17 | Fs | P9 | F10 | 11 rn rs Fiu | ris | e | 7 | ris | T Error No. Rank
(dB) microphones
1 11|11 (1121|121 ] 1/ 1 1 /1)1 |1 /1|11 -38.96 19 1
2 1 ({11111 ]1]1]1 1 1 1 1 1 1 0 0 0 0 -31.38 15 1
3 1 1 11 1)1 11010 0 0 0 0 0 0 1 1 1 1 -23.86 11 6
4 1 (1|11 /1]1]1/]01]0 0 0 0 0 0 0 0 0 0 0 -20.58 7 1
5 [alafafoelofoloelala[a1[ofolo o1 [1[1]1] 2649 11 1
6 1 1 110]0]J]0]0]1 1 1 1 0 0 0 0 0 0 0 0 -20.45 7 2
7 1 1 110]0J0O0]O]O]O 0 0 1 1 1 1 1 1 1 1 -23.86 11 7
8 1 1 1/0]0]0]0]0]O0 0 0 1 1 1 1 0 0 0 0 -20.41 7 3
9 110101 110101 1 0 0 1 1 0 0 1 1 0 0 -24.01 9 2
10 1{0]0]1 110101 1 0 0 1 1 0 0 0 0 1 1 -23.97 9 3
11 110101 1]1]0[0]0]0 1 1 0 0 1 1 1 1 0 0 -23.74 9 5
12 | 1/0]0]1[1][0]0[0]|0| 11 0 0 | 1,10 /[0 |1 |1 -24.13 9 1
13 110[0]0]O0]1 1 1 1 0 0 0 0 1 1 1 1 0 0 -23.06 9 8
14 110[0]0]0]1 1 1 1 0 0 0 0 1 1 0 0 1 1 -23.40 9 7
15 1{0jO0OJO]O]1T]T1T]O]O 1 1 1 1 0 0 1 1 0 0 -23.55 9 6
16 110[0]0]O0]1 11]01]0 1 1 1 1 0 0 0 0 1 1 -23.87 9 4
17 O|1 {01 ]O0O[1T]O]T1]O 1 0 1 0 1 0 1 0 1 0 -20.56 9 10
18 Oj1]o0]J1]J]OfJ1T]O]T1]O 1 0 1 0 1 0 0 1 0 1 -20.52 9 11
19 O|J1][]O0[1T]O0[1T]O]O]1 0 1 0 1 0 1 1 0 1 0 -20.50 9 12
20 O|J1[]0[1]0[1]0O0]0]1 0 1 0 1 0 1 0 1 0 1 -20.49 9 14
21 O]1]0]O0]1]0]1 110 1 0 0 1 0 1 1 0 1 0 -20.46 9 16
22 O|J1]0JO0O]1]O0O]|1 110 1 0 0 1 0 1 0 1 0 1 -20.45 9 18
23 O|J1][0JO0O]T1T[O0O]1]0]1 0 1 1 0 1 0 1 0 1 0 -20.50 9 13
24 0|1 ]0]J]O]1T]O]1]O]1 0 1 1 0 1 0 0 1 0 1 -20.45 9 17
25 010711 110101 110 0 1 1 0 0 1 1 0 0 1 -20.13 9 26
26 01011 1{0]0]1 110 0 1 1 0 0 1 0 1 1 0 -20.14 9 25
27 OJ]O0O |1 ]T]OJO]1]O]1 1 0 0 1 1 0 1 0 0 1 -20.39 9 21
28 010711 110010711 1 0 0 1 1 0 0 1 1 0 -20.12 9 27
29 001 ]0]1 1]10]1]0 0 1 0 1 1 0 1 0 0 1 -20.48 9 15
30 Oj]0|1]O]1T|[1T]O]T1]O 0 1 0 1 1 0 0 1 1 0 -20.37 9 23
31 00 [1]0]1 110101 1 0 1 0 0 1 1 0 0 1 -20.33 9 24
32 0OJ]0]1]O0]1 110071 1 0 1 0 0 1 0 1 1 0 -20.38 9 22

Figure 5: The results for the 64 microphone configurations$-(i&t objective: Error between the
actual response and the desired response; (b) Secondiasj@étimber of microphones; and (c)

Rank with respect to the two objectives.

4.3 Evaluations of the Taguchi method

To compare the results obtained by the Taguchi method winiehl @mount of experimental time

is only available, two commonly-used heuristic methodsuding genetic algorithm (GA) [32]

and particle swarm optimization algorithm (PSO) [35] halg®deen used as they have been used

on designing microphone configurations [36—41]. They amaroonly used on solving multi-

objective problems. The comparison attempts to show thieipeance of the microphone con-

figurations when small amount of experimental time is resglifior the configuration design. The

following parameters and mechanisms were used in the twodtieumethods:
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The Pareto-optimal solutions
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In the GA, a population of chromosomes in binary representation Mithits is used, where
the bit with "1’ represents that the corresponding feadiidation is installed with the microphone
and that with 'O’ represents no microphone is installed. ig5)ised as the GA fitness function
which are identical to the that used in the Taguchi methoe &volutionary operations including
selection, crossover and mutation discussed in [51], id tesgenerate a new population. The evo-
lutionary operations repeat until the termination comdlitis reached, where the GA is terminated
when a chromosome dominates the Pareto-optimal solutitainaal by the Taguchi method. This
termination condition attempts to evaluate whether theitagmethod is more effective than the
GA when small amount of computational evaluations are uldede the two GAs, namely GA-10
and GA-20, were used, where the populations with 10 and athobsomes were used in the GA-
10 and the GA-20 respectively. The following parametersewesed in the two GAs: crossover
rate = 0.8; and mutation rate = 0.1.

In the PSO, each particle is represented by a binary string Witkelements which is same
as the GA chromosomes. The fitness function of the PSO is sartteafiused in the Taguchi
method which is (5). When a patrticle of PSO dominates thet®amgtimal solution obtained by
the Taguchi method, the PSO is terminated. It attempts tluaieawhether the Taguchi method
is more effective than the PSO when small amount of compmutatievaluations are used. Here
the two PSOs with two swarm sizes, namely PSO-10 and PSO-&€@, wsed, where PSO-10 and
PS0O-20 have 10 and 20 particles respectively. The maximuhmammum inertia weights of the
two PSOs were set to 0.9 and 0.2, respectively, and theliadeleration coefficients were set to
2.

As both the GAs and the PSOs are involved with the stochapgcabions, different micro-
phone configurations can be generated with different ruriserdfore, GA-10, GA-20, PSO-10

and PSO-20, were run 30 times, and the computational efiortall runs were recorded. The
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The computational efforts used on each tested method

Number of computational evaluations

1
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Figure 8: Computational efforts used on the proposed Taguethod and the four tested methods.

computational efforts used for all the tested methods apgvshn Figure 8. It shows that both
PSO-10 and PSO-20 required about 37 and 35 computationalagiesms which are more than
those required by the Taguchi method which required 32. Dnepaitational evaluations used by
the GA-10 and the GA-20 are about 42 and 35 which are more tiatrof the Taguchi method.
Therefore, the Taguchi method is more effective than theheuristic methods, GAs and PSOs,
in designing microphone configurations. Also, the Taguckthuod is a deterministic method of
which same microphone configurations can be generated Vfidnesht runs, unlike both the GAs
and PSOs that different microphone configurations are géeemwith different runs. Hence, the

advantages of the Taguchi method are indicated when snralbbeuof experiments is required.
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Table II: Details of the four designs with four different numbers aidible locations
Number 16 36 64 100
of  feasible
locations
Orthogonal L32(216) L64(236) L128(264) L256(2100>
arrays
Experiments 32 64 128 256
required on
Orthogonal
arrays
Experiments 65536 | 1.8447<10Y | 3.4028x 10%8 | 1.1579x 107/
required on
full factorial
designs

4.4 Further Validation of the Taguchi method

We consider four microphone configuration designs Witto be 16, 36, 64, and 100, where the
feasible locations of th¥l microphones is given by dividing the plane witk= 1 into vM x vM
hexagonal grids on a plane witbx3dimension. We consider the hexagonal grids, as they are
effective on arithmetic computations for many signal pesteg operations [52]. The orthogonal
arrays,L32(21%), Lea(2%9), L12g(2%%), andL,s6(2190), are used for the four designs wih as 16,
36, 64 and 100 respectively, and 32, 64, 128 and 256 micrapbomnfigurations are considered in
the L32(2%6), Lea(238), L12g(25%) andL,s6(21%0) respectively. To compare the computational time
required by the Taguchi method, GA-10, GA-20, PSO-10 and-P&@re used to determine the
microphone configurations, where the termination conditgosame as that used in Section IV.C.
The numbers of experiments required on the orthogonal s full factorial designs are shown
in Table I1.

GA-10, GA-20, PS0O-10 and PS0O-20, were run 30 times for the degigns, and the com-
putational evaluations required for all runs were recordemjure 9 shows computational eval-

uations required by the Taguchi method and the other testttiads. Figure 9(a) shows that
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GA-10 normally required 34 to 42 computational evaluatitmebtain the solution obtained by
the Taguchi method, where the Taguchi method only requiPecb&nputational evaluations. Also
the medium computational evaluations required by GA-1®isgvBich is larger than that required
by the Taguchi method. Hence, Taguchi method required lesgputational effort than GA-10.
Similar results can be found in GA-20, PSO-10 and PSO-20 a¢hwvimore computational evalu-
ations are generally required than those required by thecragnethod. For the designs for the
36, 64 and 100 feasible locations, similar results showtttefaguchi method required less com-
putational evaluations than GA-10, GA-20, PSO-10 and P8O¥herefore, the Taguchi method
is generally more effective than the two heuristic methotdsnvsmall numbers of computational
evaluations are required.

Better results can be explained by the mechanisms of thechiamethod and the two heuristic
methods. The Taguchi method covers the microphone configara an orthogonal way and all
combinations are balanced orthogonally. Itis more likelghtain a reasonable configuration when
small number of experiments is conducted. The two heumséthods distributes the combination
in a random way and the combinations are not distributecogadhally. When small number of
experiments is required, Taguchi method can obtain simadafigurations which are generated by

the heuristic methods. The heuristic methods generallyiregnore computational efforts.

5 Conclusions

In this paper, the Taguchi method was developed to designtefé beamformer which uses small
number of microphones. This configuration design probleNHshard nonlinear and non-convex,
as 2" configurations are required to be tested wherasible locations are available for the mi-

crophone configuration design. Although heuristic methloalge been developed to solve this
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problem, they require long computational time. The Tagmeéihod attempts to conduct system-
atical experiments based on orthogonal arrays to study ttrphone configuration using a small
amount of computational time, and it can roughly determingeappropriate microphone configu-
rations using small numbers of microphones. The effecéssmf the Taguchi method is evaluated
based on a case study which models a common office. The rebolisthat the Taguchi method
is capable to develop the microphone configurations withlamperformance compared with the
two commonly used heuristic methods when shorter comunaititime is only available on the

design.
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The computational efforts for 16 feasible locations
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The computational efforts for 100 feasible locations
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Figure 9: Computational efforts for the four designs regdiby the tested methods





