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Mean-Field Linear-Quadratic-Gaussian (LQG)
Games for Stochastic Integral Systems

Jianhui Huang, Xun Li, and Tianxiao Wang

Abstract—In this paper, we formulate and investigate a class of
mean-field linear-quadratic-Gaussian (LQG) games for stochastic
integral systems. Unlike other literature on mean-field games
where the individual states follow the controlled stochastic
differential equations (SDEs), the individual states in our large-
population system are characterized by a class of stochastic
Volterra-type integral equations. We obtain the Nash certainty
equivalence (NCE) equation and hence derive the set of associated
decentralized strategies. The ε-Nash equilibrium properties are
also verified. Due to the intrinsic integral structure, the tech-
niques and estimates applied here are significantly different from
those existing results in mean-field LQG games for stochastic
differential systems. For example, some Fredholm equation in
the mean-field setup is introduced for the first time. As for ap-
plications, two types of stochastic delayed systems are formulated
as the special cases of our stochastic integral system, and relevant
mean-field LQG games are discussed.

Index Terms—ε-Nash Equilibrium, Fredholm Equation, Mean
Field LQG Games, Controlled Stochastic Delay System, Stochastic
Volterra Equation.

I. INTRODUCTION

Large-population (LP) systems have great importance in
both theoretical analysis and practical applications. They
emerge naturally from a variety of different fields, including
but not limited to mathematical economics [14], multi-agent
systems [16], [22], coupled oscillators [23], wireless commu-
nication [9], etc. One efficient and powerful methodology to
analyze the controlled large-population system is the mean-
field game (MFG) which leads to an HJB equation cou-
pled with the Fokker-Planck (FP) equation. The mathematical
framework of mean-field games and considerable literature in
this direction can be found in [15]. In particular, [2] provides a
comprehensive study of the linear-quadratic mean field games
via the adjoint equation approach; [3] introduces a complete
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probabilistic analysis of a large class of stochastic differential
games for which the interaction between the players is of
mean-field type; [4] studies the mean-field game in the limit of
large number of banks in the presence of a common noise; [7]
further develops mean-field games with financial applications;
[21] analyzes a class of risk-sensitive mean-field stochastic
differential games. One important case is the controlled lin-
ear stochastic large-population system and related mean-field
linear-quadratic-Gaussian (LQG) game. For this case, some
relevant works include: the N -person linear differential mean-
field games [1], mean-field LQG games with a major player
and a large number of minor players [8], mean-field LQG
games with nonuniform agents [11], mean-field LQG mixed
games with continuum-parameterized minor players [18], etc.

It is remarkable that all the above works mainly focus on
the stochastic large-population system driven by stochastic
differential equations (SDEs). On the other hand, there exist
various models arising from physics and economics which are
beyond the framework of standard stochastic differential sys-
tems. For instance, the stochastic Volterra equations (SVIEs)
are often introduced when studying the production-exchange
models ([5]) or nanoscale biophysics ([13]), etc. In addition,
the Volterra equation setup also includes the stochastic delay
equations from the advertisement model ([6]) as its special
case. Therefore, based on these models, it is natural to inves-
tigate the mean-field LQG games when studying the mass be-
havior of considerable negligible agents in terms of stochastic
integral systems. For example, when discussing the dynamic
optimization of large population wireless interaction knots,
there always exist some delay effects in signal transmission,
which motivates us to formulate some mean-field stochastic
delay games. Inspired by the above discussions, we consider
the stochastic large-population system in which the individual
states satisfy the following controlled SVIE,

xi(t) = ϕ(t) +

∫ t

0

f(t, s)xN (s)ds

+

∫ t

0

c(t, s)ui(s)ds+

∫ t

0

σ(t, s)dWi(s),(I.1)

where i = 1, 2, · · · , N, xN = 1
N

∑N
j=1 xj is the state average

term which characterizes the average interaction and mass
effects of our population in the spatial variable, and ϕ, f, c, σ
are deterministic functions.
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Like the adjoint equation approach [2], the Nash certainty
equivalence principle [8], [10] and [12], stochastic controls [9],
the ε-Nash equilibrium [11] and [18], we adopt the standard
analysis route of mean-field games (MFGs) as most current
literature does. However, it turns out that various novel features
arise in our new integral system framework. We briefly point
them out as follows. Firstly, instead of feedback control and
Riccati equations in decoupling for differential systems, the
optimal (decentralized) strategies are now represented by a
new kind of stochastic Fredholm-Volterra equations (SFVEs)
for integral systems, whose solvability is discussed under
certain conditions. Secondly, in the procedure of deriving the
Nash certainty equivalence (NCE) equation, it is necessary to
introduce certain Fredholm integral equations (FIEs) instead
of Riccati equations. Thirdly, in order to discuss the asymp-
totic equilibrium of decentralized strategies, some nontrivial
extension of classical results is in need, and new techniques
are thus developed for error estimates. Last but not least, our
study enables us to formulate and discuss mean-field LQG
games for two types of stochastic delayed systems, which are
new in MFG studies, to our best knowledge.

The rest of this paper is organized as follows. Section II
formulates the mean-field game for the stochastic integral
system. Section III discusses the NCE equation and con-
sistency condition. The ε-Nash equilibrium property of the
decentralized strategy is also discussed therein. In Section
IV, we discuss some special but important cases. Section V
concludes our work.

II. PROBLEM FORMULATION

In this paper the state equation is set to be one-dimensional
for the sake of notation simplicity as there is no essential
difficulty in extending our results to multi-dimensional cases.
Suppose (Ω,F , (Ft)0≤t≤T ,P) is a complete filtered proba-
bility space on which Wi(·), 1 ≤ i ≤ N are independent
scalar-valued Brownian motions and Ft = σ{Wi(s), 1 ≤ i ≤
N, 0 ≤ s ≤ t}. The large population integral system consists
of N individual but negligible agents Ai, i = 1, 2, · · · , N , the
dynamics of which are given by (I.1). All individual players
are coupled via their individual cost functional as follows:
(II.1)

Ji(ui, u−i) = E
∫ T

0

[
(xi(t)− γxN (t)− η)2 +Ru2i (t)

]
dt,

where u−i(·) = (u1(·), · · · , ui−1(·), ui+1(·), · · · , uN (·)) is
the set of strategies applied except Ai. One of our main
targets is to find suitable strategies satisfying the following
ε-Nash equilibrium property. To this end, let us denote by
L2
F (0, T ;R), CF (0, T ;L2(Ω;R)), the set of R-valued F-

progressively measurable process X(·) such that ‖X(·)‖21
.
=

E
∫ T

0
|X(s)|2ds < ∞ and ‖X(·)‖22

.
= supt E|X(t)|2 < ∞,

respectively.
Definition 2.1: Given ûi(·) ∈ L2

F (0, T ;R) with 1 ≤ i ≤ N ,
if for any i, Ji(ûi, û−i) ≤ Ji(ui, û−i) + ε, where ε > 0,

ui ∈ L2
F (0, T ;R), then {ûi, 1 ≤ i ≤ N} are said to satisfy

an ε-Nash equilibrium with respect to the functional cost Ji.
Now, let
(II.2)

L0
.
= sup

t,s∈[0,T ]

|f(t, s)|; σi(·) =

∫ ·
0

σ(·, s)dWi(s);

C1
.
=

1

R2
sup
t

∫ T

0

∫ s∧t

0

|c(t, r)c(s, r)|2drds;

C2
.
= 2T 2

(
1 + L2

0e
2L0TT 2

)
C1; Ψ(t, a(·)) .

= ϕ(t) + σi(t)

+
1

R

∫ T

0

∫ s∧t

0

c(t, r)c(s, r)
[
γa(s) + η

]
drds;

Et(F1, F2)
.
= − 1

R
Et

∫ T

t

c(s, t)
[
F1(s)− γF2(s)− η

]
ds,

and a generic constant K depends on T , f , c, γ, η, R. As for
the coefficients, let us suppose,

(H1) ϕ(·) ∈ C(0, T ;R), f, c, σ are bounded such that
t 7→ f(t, ·), c(t, ·), σ(t, ·) are continuous, R > 0, γ, η are
constants. Moreover, max{1, (γ − 1)2} · C2 < 1

3 .

Remark 2.1: Note that the continuity requirement for f ,
c and σ guarantees the solution of the NCE equation to be
continuous as well. Moreover, the main reason of imposing
the last inequality in (H1) is due to fixed point arguments
in Lemma 2.1 below, and the well-posedness of the NCE
equation, etc.

Lemma 2.1: Suppose that (H1) holds true, and let

(II.3)
Y (t) = α(t) +

∫ t

0

f(t, s)Y (s)ds

− 1

R

∫ t

0

c(t, s)Es

∫ T

s

c(r, s)Y (r)drds,

where α(·) ∈ CF (0, T ;L2(Ω;R)). Then there exists a unique
Y (·) ∈ CF (0, T ;L2(Ω;R)) satisfying (II.3) such that,

(II.4) sup
t

E|Y (t)|2 ≤ 12eL0T sup
t

E|α(t)|2.

Proof. By Lemma 1.1 in [19], as well as Fubini theorem, we
can transform (II.3) into
(II.5)

Y (t) = α̃(t)− 1

R

∫ t

0

c̃(t, s)Es

∫ T

s

c(r, s)Y (r)drds,

where for t, s ∈ [0, T ], |P̃ (t, s)| ≤ L0e
L0(t−s) and

(II.6)

c̃(t, s) = c(t, s) +

∫ t

s

P̃ (t, r)c(r, s)dr,

α̃(t) = α(t) +

∫ t

0

P̃ (t, r)α(r)dr,

P̃ (t, s) =
∞∑
k=1

Λ̃k(t, s), Λ̃1(t, s) = f(t, s),

Λ̃k+1(t, s) =

∫ t

s

f(t, r)Λ̃k(r, s)dr.

By (H1), we can obtain the continuity of t 7→ f(t, ·), c̃(t, ·)
and α̃(·) ∈ CF (0, T ;L2(Ω;R)). Next we will use fixed point
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arguments to study equation (II.5). Given ŷ(·) .
= y1(·)− y2(·)

with yi(·) ∈ CF (0, T ;L2(Ω;R)), we has Ŷ (·) .
= Y1(·)−Y2(·)

with Yi(·) ∈ CF (0, T ;L2(Ω;R)) and

Ŷ (t) = − 1

R

∫ t

0

c̃(t, s)Es

∫ T

s

c(r, s)ŷ(r)drds.

Since |P̃ (t, s)| is bounded by L0e
L0(t−s), by (H1) we has

E|Ŷ (t)|2 ≤ T 2

R2

∫ T

0

∫ s∧t

0

|c̃(t, r)c(s, r)|2drds sup
t

E|ŷ(t)|2

≤ 2T 2
(
1 + L2

0e
2L0TT 2

)
C1 · sup

t
E|ŷ(t)|2.

Thus, the existence and uniqueness of Y (·) of (II.5) follows
from (H1). As for estimate (II.4), it follows from (H1) and,

sup
t

E|Y (t)|2 ≤ 2 sup
t

E|α̃(t)|2 + 2C2 sup
t

E|Y (t)|2.

III. NCE EQUATION SYSTEM AND ASYMPTOTIC

EQUILIBRIUM ANALYSIS

This section aims to derive the Nash certainty equivalence
principle and verify the relevant asymptotic equilibrium prop-
erty of decentralized strategies.

A. NCE equation

Given a(·) ∈ C(0, T ;R), for Ai, let us formulate a control
problem with state equation and cost functional
(III.1)

Xi(t) = ϕ(t) +

∫ t

0

[
f(t, s)a(s) + c(t, s)ui(s)

]
ds+ σi(t),

J̄i(ui) = E
∫ T

0

[
(Xi(t)− γa(t)− η)2 +R|ui(t)|2

]
dt.

The corresponding optimal control is ūi(·) = Et(X̄i, a) (see
[20] or [24]), with Et in (II.2) and

(III.2)
X̄i(t) = Ψ(t, a(·)) +

∫ t

0

f(t, s)a(s)ds

− 1

R

∫ T

0

∫ s∧t

0

c(t, r)c(s, r)EFrX̄i(s)drds,

with t ∈ [0, T ]. Note that for given process X(·),

(III.3)

∫ t

0

c(t, s)Es

∫ T

s

c(r, s)X(r)drds

=

∫ T

0

∫ r∧t

0

c(t, s)c(r, s)EsX(r)dsdr,

which is due to Fubini theorem. So equation (III.2) is a special
case of (II.3). Hence from (H1) and Lemma 2.1 it admits a
unique solution X̄i(·) ∈ CF (0, T ;L2(Ω;R)) such that
(III.4)
‖X̄i(·)‖22 ≤ C‖ϕ(·)‖22 + C‖a(·)‖2 + C + C‖σi(·)‖22.

As a result, by taking expectation on both sides of (III.2),
(III.5)

EX̄i(t) = ϕ(t) +

∫ t

0

f(t, s)a(s)ds

+
1

R

∫ T

0

∫ s∧t

0

c(t, r)c(s, r)dr
[
γa(s) + η − EX̄i(s)

]
ds.

Therefore, given a(·) and (H1), we can define
[
Γa
]
(·) .

=

EX̄i(·) and obtain NCE equation as (see [8], [18])
(III.6)

â(t) = ϕ(t) +

∫ t

0

f(t, s)â(s)ds

+
1

R

∫ T

0

∫ s∧t

0

c(t, r)c(s, r)dr[(γ − 1)â(s) + η]ds.

By (III.3), we know that the arguments in Lemma 2.1 can be
used to treat (III.6) as

Theorem 3.1: Suppose that (H1) holds true. Then NCE
equation (III.6) admits a unique solution â(·) ∈ C(0, T ;R)

satisfying

(III.7) ‖â(·)‖2 ≤ K +K‖ϕ(·)‖2.

Remark 3.1: The above arguments show that the obtained
NCE equation relies on certain stochastic (or deterministic)
equations of Volterra-Fredholm type (say, (III.2) and (III.6))
whose methodology is quite different from the Riccati equa-
tion approach in [8]-[12], [18].

B. Asymptotic equilibrium analysis

Next X̄i(·), X̄N (·) .
= 1

N

∑N
i=1 X̄i(·) are associated with

â(·) satisfying (III.6). Now let us define the decentralized
strategy ûi(·) = Et(x̂i, â) and associated state equation

(III.8)
x̂i(t) = Ψ(t, â(·)) +

∫ t

0

f(t, s)x̂N (s)ds

− 1

R

∫ t

0

c(t, s)EFs

∫ T

s

c(r, s)x̂i(r)drds,

where x̂N (t) = 1
N

N∑
i=1

x̂i(t) and Ψ(t, â(·)) is in (II.2). Note

that x̂N (·) satisfies equation (II.3) with α(·) = Ψ(·, â). Under
(H1) it then follows from Lemma 2.1 and Theorem 3.1 that
‖x̂N (·)‖2 ≤ K. Plugging x̂N (·) back to (III.8), under (H1) we
then immediately obtain

[
‖x̂i(·)‖2 + ‖ûi(·)‖1

]
≤ K as well.

Hence J (ûi, û−i) is bounded.
Now let us apply ûj(·) in (III.8) to all agents except Ai.

Hence for j 6= i the state equations become
(III.9)

x̂j(t) = ϕ(t) + σj(t) +

∫ t

0

[
f(t, s)x̃N (s) + c(t, s)ûj(s)

]
ds

xi(t) = ϕ(t) + σi(t) +

∫ t

0

[
f(t, s)x̃N (s) + c(t, s)ui(s)

]
ds,

where x̃N (·) = 1
N

[∑N
l=1, l 6=i x̂l(·) + xi(·)

]
. Now let us state

the main result in this subsection.
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Theorem 3.2: Suppose (H1) holds true. Then for any ε > 0,
there exists N0(ε) such that for any N > N0, 1 ≤ i ≤ N ,

Ji(ûi, û−i)− ε ≤ inf
ui∈L2

F (0,T ;R)
Ji(ui, û−i) ≤ Ji(ûi, û−i).

The second inequality above is trivial. Therefore, we only
focus on the first one. Before going further, let us introduce

Lemma 3.1: Suppose (H1) holds true. Then for any ε > 0,
there exists N1(ε), N2 such that for any N > N3

.
=

max{N1, N2}, ‖x̃N (·)− â(·)‖22 < K
N < ε.

Proof. For xi(·) in (III.9), define ũi(·) = Et(xi, â) with Et
in (II.2). Firstly we need the boundedness of ‖xi(·)‖2 from
which one can obtain a similar result for ũi(·). To this end,
let us look at x̃N (·) which satisfies (II.3) with

α(t) = ϕ(t) +
1

R

∫ T

0

∫ s∧t

0

c(t, r)c(s, r)dr[γâ(s) + η]ds

+
1

N

N∑
i=1

σi(t) +
1

N

∫ t

0

c(t, s)
[
ui(s)− ũi(s)

]
ds.

From estimate (II.4) and Theorem 3.1, we then have
‖x̃N (·)‖22 ≤ K + K

N2 ‖ui(·)− ũi(·)‖21.
On the other hand, the previous boundedness of Ji(ûi, û−i)

indicates that it is sufficient to choose ui(·) satisfying
Ji(ui, û−i) ≤ Ji(ûi, û−i) and ‖ui(·)‖1 ≤ K. By the notation
of Et(xi, â) in (II.2) we have ‖ui(·) − ũi(·)‖21 ≤ K +

K‖xi(·)‖22. As a result, ‖x̃N (·)‖22 ≤ K + K
N2

[
1 + ‖xi(·)‖22

]
.

Note that from (III.9) one has ‖xi(·)‖22 ≤ K+K‖x̃N (·)‖22+

K‖ui(·)‖21. Hence to sum up one has ‖xi(·)‖22 ≤ K+ K
N2

[
1+

‖xi(·)‖22
]
. Therefore, there exists N2, for any N > N2, K

N < 1
2

from which we have the boundedness of ‖xi(·)‖2.
From the definitions of x̃N (·) and X̄N (·), we have x̃N (·)−

â(·) satisfying equation (II.3) with

α(t) = X̄N (t)− â(t) +
1

N

∫ t

0

c(t, s)[ui(s)− ũi(s)]ds

+
1

R

∫ t

0

c(t, s)EFs

∫ T

s

c(r, s)[X̄N (r)− â(r)]drds.

Therefore, under (H1), recalling the boundedness of ‖xi(·)‖2
obtained above for N > N2, we have

(III.10) ‖x̃N (·)− â(·)‖22 ≤
K

N2
+K‖X̄N (·)− â(·)‖22.

For X̄i(·) in (III.2), we can see that X̄N (·) − â(·) satisfies
equation (II.3) with f = 0 and α(t) = 1

N

∑N
i=1 σi(t). Hence

from estimate (II.4), one has ‖X̄N (·) − â(·)‖22 ≤ K
N . Putting

it back to (III.10) we obtain the desired result.
Remark 3.2: Recall that to obtain similar error estimate in

SDEs framework, one can apply Itô formula and Gronwall
inequality, see e.g. Lemma A.2 and Appendix B of [18]. This
is mainly due to the special features for differential systems
like a feedback form of the optimal strategy and related Riccati
equations. However, such features are no longer available in
our integral systems. Thus some alternative techniques are

needed, for example, the presence of N2 in Lemma 3.1. On the
other hand, though N2 is used to obtain the boundedness of
‖xi(·)‖2, this term is not needed when f(·, ·) = 0 as in (III.9).
Actually, we can estimate ‖xi(·)‖2 directly by ‖ϕ(·)‖, ‖σi(·)‖
and ‖ui(·)‖1 without ‖x̃N (·)‖2. This suggests some technical
difference when introducing coupling term x̃N (·) and it is a
new interesting phenomenon in error estimate of mean-field
games for integral systems.

Proof of Theorem 3.2. For convenience, let us denote by
λa(·) .

= x̃N (·) − â(·). By the proof of Lemma 3.1, for any
ε > 0, there exists N3, for N > N3, ‖λa(·)‖22 < K

N < ε,

‖xi(·)‖2 + ‖ui(·)‖1 ≤ K. Given the cost functionals in (II.1),
(III.1), for some N4 > 0, and any N > N4 we need to prove,

(III.11) Ji(ui, û−i) ≥ J̄i(ūi)− K√
N
.

To this end, introduce
(III.12)

ξi(t) = ϕ(t) + σi(t) +

∫ t

0

f(t, s)â(s)ds+

∫ t

0

c(t, s)ζi(s)ds

Ji(vi) = E
∫ T

0

[
|ξi(t)− γâ(t)− η|2 +R|ζi(t)|2

]
dt,

where ζi(·)
.
= [vi(·) + E·(ξi, â)], vi(·) ∈ L2

F (0, T ;R). By
Lemma 2.1, the existence and uniqueness of ξi(·) can be
ensured under (H1). Obviously Ji(vi) ≥ J̄i(ūi). Choose
vi(t) = ui(t)−Et(xi, â) with xi(·) in (III.9). Then both ξi(·)−
X̄i(·) and xi(·)− ξi(·) satisfy equation (II.3) with f = 0 and
α(t) =

∫ t

0
c(t, s)vi(s)ds, α(t) =

∫ t

0
f(t, s)[x̃N (s) − â(s)]ds

respectively. Hence from estimate (II.4),

(III.13)
‖ξi(·)− X̄i(·)‖22 ≤ K‖vi(·)‖21 ≤ K,
‖xi(·)− ξi(·)‖22 ≤ K‖λa(·)‖22.

Note that by (III.4) and (III.7), ‖X̄i(·)‖2 is bounded. Hence
so is ‖ξi(·)‖2. Recall that for some N3 and any N > N3,
‖x̃N (·)‖2, ‖xi(·)‖2 are bounded. Hence it follows from the
estimates in (III.13) that,

(III.14) |Ji(ui, û−i)− Ji(vi)| ≤ K‖λa(·)‖2,

where K does not depend on λa. Considering Ji(vi) ≥ J̄i(ūi),
we then get the desired result (III.11).

On the other hand, for x̂i, X̄i in (III.8) and (III.2) associated
with â, we have [x̂i−X̄i](·) satisfying equation (II.3) with f =

0 and α(t) =
∫ t

0
f(t, s)[x̂N (s)− â(s)]ds. Consequently under

(H1) by estimate (II.4) and Lemma 3.1 with ui(·) = ûi(·),
we then obtain ‖x̂i(·)− X̄i(·)‖22 ≤ K

N ≤ ε for some N5 > 0,
any N > N5 and 1 ≤ i ≤ N . Therefore, by definitions of Ji
and J̄i, the boundedness of ūi(·) and Lemma 3.1, for some
N6 > 0 and any N > N6, we can obtain

(III.15)
∣∣Ji(ûi, û−i)− J̄i(ūi)∣∣ ≤ K√

N
.

At last, for N0 = max{Ni, 3 ≤ i ≤ 6} and any N > N0, it
follows from (III.11) and (III.15) that

Ji(ui, û−i) ≥ J̄i(ūi)− K√
N
≥ Ji(ûi, û−i)− K√

N
.
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The conclusion thus holds.

IV. SOME SPECIAL CASES

The study of above SVIEs not only is of independent
mathematical interest, but also enables us to apply the results
to three special but important cases. For the sake of simplicity,
we suppose f(·, ·) = 0 in the following analysis.

A. SDEs case

For 1 ≤ i ≤ N, and x(0) = x, consider

dxi(s) =
[
B(s)xi(s) + C(s)ui(s)

]
ds+D(s)dWi(s),

where the cost functional is defined in (II.1). The current
literature on mean-field games mainly focuses on the above
(linear) SDEs. In this setting, the NCE equation is (III.6) with

(IV.1)
ϕ(t) = e

∫ t
0
B(s)dsx, c(t, s) = C(s)e

∫ t
s
B(r)dr,

σ(t, s) = D(s)e
∫ t
s
B(r)dr, T ≥ t ≥ s ≥ 0.

Define the decentralized strategy with t ∈ [0, T ],
(IV.2)

ûi(t) = −C(t)

R
EFt

∫ T

t

e
∫ s
t
B(r)dr[x̂i(s)− γâ(s)− η]ds,

where x̂i(·) is the related state process.
Theorem 4.1: Suppose B(·), C(·) and D(·) are bounded

and deterministic such that (H1) holds true. Then with ûi(·)
in (IV.2), the set of strategies

{
ûi(·), 1 ≤ i ≤ N

}
for N

agents is an ε-Nash equilibrium.
Remark 4.1: By the particular form of the state equation and

optimal control (note that s and t are separable in (IV.2)), one
can obtain the feedback form for ûi(·) via Riccati equations
(see [8], [11] and [18]). Such procedure is different from ours
here. Moreover, these skills are intractable to be applied in
more general models like the state equations with delay, as
we discussed below. In such sense, our approach applied here
is more flexible and can fill this technical gap.

B. SDEs with delay in the state process

Suppose the cost functional is (II.1) and the state equation
is given by

dxi(t) =

[
A(t)xi(t− h) +

∫ t

t−h
B(t, s)xi(s)ds

]
dt

+C(t)ui(t)dt+D(t)dWi(t),

where h > 0, xi(t) = k(t), t ∈ [−h, 0], and k(t) is bounded.
Hence the delay term appears in the state process. Let us
introduce function Φ1(·, ·) with Φ1(0, 0) = 1, Φ1(t, s) = 0

for t < 0,

∂Φ1(t, s)

∂t
= A(t)Φ1(t− h, s) +

∫ t

t−h
B(t, r)Φ1(r, s)dr.

By [17], we can transform the above stochastic delay equation
into (I.1) with f = 0,

ϕ(t) = Φ1(t, 0)k(0) +

∫ 0

−h

[
Φ1(t, s+ h)A(s+ h)

+

∫ h

0

Φ1(t, u)B(u, s)du
]
k(s)ds,

c(t, s) = Φ1(t, s)C(s), σ(t, s) = Φ1(t, s)D(s).

Moreover Φ1(·, ·) is bounded and continuous in t. In this
situation, the NCE equation becomes

â(t) = ϕ(t) +
1

R

∫ T

0

∫ s∧t

0

Φ1(t, r)Φ1(s, r)|C(r)|2dr

·
{
γâ(s) + η − â(s)

}
ds, t ∈ [0, T ].

Given â(·) being a solution of the NCE equation, define the
decentralized strategy with t ∈ [0, T ],
(IV.3)

ûi(t) = −C(t)

R
EFt

∫ T

t

Φ1(s, t)[x̂i(s)− γâ(s)− η]ds,

where x̂i(·) is the corresponding state variable.
Theorem 4.2: Suppose that A(·), B(·, ·), C(·) and D(·) are

bounded deterministic functions such that (H1) holds true.
Then with ûi(·) in (IV.3), the set of strategies

{
ûi(·), 1 ≤

i ≤ N
}

for N players satisfies the ε-Nash equilibrium.

C. SDEs with delay in the control

In this case, the cost functional is (II.1) and the state
equation is given by

dxi(t) = A(t)xi(t)dt+ C(t)ui(t− h)dt+D(t)dWi(t),

where h > 0, xi(t) = k(t), t ∈ [−h, 0], C(t) = 0 with t < h.

The delayed term appears in the control variable. Similarly,
by introducing function Φ2 as

∂Φ2(t, s)

∂t
= A(t)Φ2(t, s) Φ2(s, s) = 1, t, s ∈ [0, T ],

we can transform the above state equation into (I.1) with

ϕ(t) = Φ2(t, 0)k(0), c(t, s) = Φ2(t, s+ h)C(s+ h),

σ(t, s) = Φ2(t, s)D(s), t, s ∈ [0, T ].

The NCE equation in this situation becomes

â(t) = ϕ(t) +
1

R

∫ T

0

∫ s∧t

0

Φ2(t, r + h)Φ2(s, r + h)

|C(r + h)|2dr ·
{
γâ(s) + η − â(s)

}
ds.

Given â(·) being the NCE solution, let us define the strategy
ûi(·) with i = 1, 2, · · · , N ,

(IV.4) ûi(t) = − 1

R
C(t+ h)EFt

∫ T

t

Φ2(s, t+ h)

[x̂i(s)− γâ(s)− η]ds,

where x̂i(·) is the state process.
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Theorem 4.3: Suppose that A(·), C(·) and D(·) are
bounded such that (H1) holds true. Then the set of strategies{
ûi(·), 1 ≤ i ≤ N

}
associated with (IV.4) is an ε-Nash

equilibrium.

V. CONCLUSION

Herein, we investigate a class of mean-field LQG games
for stochastic Volterra integral systems. The NCE consistency
condition is derived based on the Fredholm equations and
the ε-Nash equilibrium property of decentralized controls is
also established. Our work is the first attempt to the LQG
games with stochastic integral systems and it suggests various
future research directions. For example, more discussions to
mean-field games of stochastic delayed systems with more
general lag characteristics. It is anticipated that some new
consistency conditions will be given which depend on the
delay characteristics.
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