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Abstract. We consider the DC (difference of two convex functions) optimization problem
\( \inf_{x \in X} \{ f_1(x) - f_2(x) \} + \{ g_1(Ax) - g_2(Ax) \} \), where \( f_1, f_2, g_1, \) and \( g_2 \) are proper convex functions defined on locally convex Hausdorff topological vector spaces \( X \) and \( Y \), and \( A \) is a linear continuous operator from \( X \) to \( Y \). Adopting different tactics, two types of the Fenchel dual problems of \( (P) \) are given. By using the properties of the epigraph of the conjugate functions, some sufficient and necessary conditions for the strong Fenchel duality, the stable Fenchel duality, and the stable total duality are derived.
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1. Introduction. Let \( X \) and \( Y \) be real locally convex Hausdorff topological vector spaces, whose respective dual spaces, \( X^* \) and \( Y^* \), are endowed with the weak*-topologies \( \omega^*(X^*, X) \) and \( \omega^*(Y^*, Y) \), respectively. Let \( f : X \to \mathbb{R} \cup \{ +\infty \} \) and \( g : Y \to \mathbb{R} \) be proper functions, and let \( A : X \to Y \) be a linear continuous operator satisfying \( A(\text{dom } f) \cap \text{dom } g \neq \emptyset \). Consider the primal problem
\[
(P) \quad \inf_{x \in X} \{ f(x) + g(Ax) \}
\]
and its associated Fenchel dual problem
\[
(D) \quad \sup_{y^* \in Y^*} \{ -f^*(-A^*y^*) - g^*(y^*) \},
\]
where \( f^* \) and \( g^* \) are the Fenchel conjugates of \( f \) and \( g \), respectively, and \( A^* : Y^* \to X^* \) stands for the adjoint operator.

It is well-known that the optimal values of these problems, \( v(P) \) and \( v(D) \), respectively, satisfy the so-called weak duality (i.e., \( v(P) \geq v(D) \)), but a duality gap may occur (i.e., we may have \( v(P) > v(D) \)). A challenge in convex analysis has been to give...
sufficient conditions which guarantee the strong duality, i.e., the situation when there is no duality gap and the dual problem has at least an optimal solution. In the case when \( f \) and \( g \) are proper convex functions, several interiority-type conditions were given in order to preclude the existence of such a duality gap in different settings (see, for instance, [2], [9], [20], and [35, Theorem 2.8.3]). Taking inspiration from Burachik and Jeyakumar [9], no duality gap and the dual problem has at least an optimal solution. In the case when sufficient and/or necessary conditions for the strong duality, i.e., the situation when there is

Another related and interesting problem is the total duality, which corresponds to the situation in which \( \psi(P) = \psi(D) \) and both problems \((P)\) and \((D)\) have optimal solutions. This problem was considered in [2], [25] for the case in which \( f \) and \( g \) are proper convex functions. But to the best of our knowledge, the total duality has not been considered in the case where the involved functions are not convex.

Recently, the DC (difference of two convex functions) programming problem has received much attention (cf. [1], [6], [8], [13], [14], [15], [16], [21], [28], [34], and the references therein). The reason is, as mentioned in [13], that DC programming problems are very important from both viewpoints of optimization theory and applications: on the one hand, such problems being heavily nonconvex can be considered as a special class of nondifferentiable programming (in particular, quasi-differentiable programming [12]) and thus advanced techniques of variational analysis and generalized differentiation developed, e.g., in [12], [29], [32], can be applied and, on the other hand, the special convex structure of both plus function and minus function offers the possibility to use powerful tools of convex analysis in the study of DC programming.

Inspired by the works mentioned above, we continue to study the optimization problem \((P)\) but with \( f := f_1 - f_2 \) and \( g := g_1 - g_2 \) being two DC functions, that is, the primal problem defined by

\[
(P) \quad \inf_{x \in X} \{ f_1(x) - f_2(x) + g_1(Ax) - g_2(Ax) \}.
\]

where \( f_1, f_2 : X \to \mathbb{R}, g_1, g_2 : Y \to \mathbb{R} \) are proper convex functions. Our interest here is the investigation of strong dualities.

In the case when \( f_2 \) and \( g_2 \) are lower semicontinuous (lsc in brief), the standard convexification technique can be applied. In fact, in this case, the problem \((P)\) can be reformulated equivalently as the following one:

\[
\inf_{x \in X} \inf_{u^* \in \text{dom} f_2^*} \{ f_1(x) + f_2^*(u^*) - \langle u^*, x \rangle + g_1(Ax) + g_2^*(v^*) - \langle Ax, v^* \rangle \}.
\]

Note that, for each \( u^* \in \text{dom} f_2^* \) and \( v^* \in \text{dom} g_2^* \), the subproblem

\[
(P_{(u^*, v^*)}) \quad \inf_{x \in X} \{ f_1(x) + f_2^*(u^*) - \langle u^*, x \rangle + g_1(Ax) + g_2^*(v^*) - \langle Ax, v^* \rangle \}
\]

is a convex optimization problem, and its Fenchel dual problem is

\[
(D_{(u^*, v^*)}) \quad \sup_{y^* \in Y^*} \{-f_1^*(u^* - A^* y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*)\}.
\]

Thus, this reformulation motivates us to define the following (convexification) dual problem of \((P)\):

\[
\inf_{x \in X} \inf_{u^* \in \text{dom} f_2^*} \{ f_1(x) + f_2^*(u^*) - \langle u^*, x \rangle + g_1(Ax) + g_2^*(v^*) - \langle Ax, v^* \rangle \}.
\]
\[
(D^C) \quad \inf_{y^* \in \text{dom } f_2^*} \sup_{y^* \in \mathbb{Y}} \{-f_1^*(u^* - A^* y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*)\}.
\]

Here and throughout the whole paper, following [35, page 39], we adapt the convention that \((+\infty) + (-\infty) = (+\infty) - (+\infty) = +\infty\) and \(0 \cdot \infty = 0\). Then, for any two proper convex functions \(h_1, h_2 : X \to \mathbb{R}\), we have that

\[
(1.4) \quad h_1(x) - h_2(x) \begin{cases} 
\in \mathbb{R}, & x \in \text{dom } h_1 \cap \text{dom } h_2, \\
-\infty, & x \in \text{dom } h_1 \setminus \text{dom } h_2, \\
+\infty, & x \notin \text{dom } h_1.
\end{cases}
\]

Hence,

\[
(1.5) \quad h_1 - h_2 \text{ is proper } \iff \text{dom } h_1 \subseteq \text{dom } h_2.
\]

Another approach is to consider the corresponding dual problem \((D)\) of \((1.1)\) (with \(f_1 - f_2 = f_1^* - f_2^*\), in place of \(f \) and \(g\), respectively), which is clearly independent of the special convex structure of DC functions. Note that, in the case when \(f_2\) and \(g_2\) are lsc, the conjugates of DC functions \(f_1 - f_2\) and \(g_1 - g_2\) can be expressed as

\[
(1.6) \quad (f_1 - f_2)^*(-A^* y^*) = \sup_{u^* \in \text{dom } f_2^*} \{f_1^*(u^* - A^* y^*) - f_2^*(u^*)\}
\]

and

\[
(1.7) \quad (g_1 - g_2)^*(y^*) = \sup_{v^* \in \text{dom } g_2^*} \{g_1^*(v^* + y^*) - g_2^*(v^*)\},
\]

respectively, (cf. Lemma 2.3 in section 2). We are using a formulation of \((D)\) for \(f := f_1 - f_2\) and \(g := g_1 - g_2\) which, in view of the two equalities above, reduces to the following (Fenchel) dual problem of \((P)\):

\[
(1.8) \quad (D^F) \quad \sup_{y^* \in \mathbb{Y}} \inf_{u^* \in \text{dom } f_2^*} \{f_1^*(u^* - A^* y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*)\}.
\]

Note that, without assuming the lower semicontinuity of \(f_2\) and \(g_2\), \((1.6)\) and \((1.7)\) do not necessarily hold. Thus, \((D)\) and \((D^F)\) are, in general, not equivalent.

Let \(v(P)\), \(v(D^F)\), and \(v(D^C)\) denote the optimal values of problems \((P)\), \((D^F)\), and \((D^C)\), respectively. Obviously, \(v(D^F) \leq v(D^C)\). However, the weak dualities between \((P)\) and \((D^F)\) and between \((P)\) and \((D^C)\) do not necessarily hold, in general, as to be shown in Example 3.1 in section 3. Our main aim in the present paper is to use the epigraph technique to provide some new regularity conditions, which characterize the weak dualities, the strong dualities, the stable strong dualities, as well as the total dualities between \((P)\) and \((D^C)\) and between \((P)\) and \((D^F)\). The epigraph technique has been used extensively and has shown great power in convex programming; see, for example, [2], [3], [4], [9], [10], [13], [14], [15], [16], [18], [22], [23], [24], [25], [26], [27]. In general, we assume only that \(f_1, f_2\) and \(g_1, g_2\) are convex functions (not necessarily lsc) and that, to avoid the triviality in our study for \((1.1)\),

\[
\Omega := A(\text{dom}(f_1 - f_2)) \cap \text{dom}(g_1 - g_2) \neq \emptyset.
\]

Most of the results obtained in the present paper seem new and are proper extensions of the results in [2] and [25] in the special case when \(f_2 = g_2 = 0\). As we noted earlier, the
equivalence between \((D)\) and \((D^C)\) does not necessarily hold. Also, we consider the strong duality and the total duality between \((P)\) and \((D^C)\), and provide some conditions ensuring the equivalence of the strong dualities between \((P)\) and \((D^C)\) and between \((P)\) and \((D^P)\). In particular, both our dual problems and the regularity conditions introduced here are defined in terms of conjugates of the convex functions \(f_1, f_2, g_1,\) and \(g_2\) rather than of the DC functions \(f_1 - f_2\) and \(g_1 - g_2\), which are different from the consideration in [25] for the general (not necessarily convex) case.

The paper is organized as follows. The next section contains some necessary notation and preliminary results. In section 3, some new constraint qualifications are introduced to study the weak dualities and the strong dualities. The stable strong dualities and the stable total dualities are considered in sections 4 and 5, respectively.

2. Notation and preliminaries. The notation used in the present paper is standard (cf. [19], [35]). In particular, we assume throughout the whole paper that \(X\) and \(Y\) are real locally convex Hausdorff topological vector spaces, and let \(X^*\) denote the dual space, endowed with the weak* topology \(\omega(X^*, X).\) By \(\langle x^*, x \rangle\) we shall denote the value of the functional \(x^* \in X^*\) at \(x \in X\); i.e., \(\langle x^*, x \rangle = x^*(x).\) Let \(Z\) be a set in \(X\). The closure of \(Z\) is denoted by \(\text{cl} Z.\) If \(W \subseteq X^*\), then \(\text{cl} W\) denotes the weak*-closure of \(W.\) For the whole paper, we endow \(X^* \times \mathbb{R}\) with the product topology of \(\omega(X^*, X)\) and the usual Euclidean topology.

The indicator function \(\delta_Z\) and the support function \(\sigma_Z\) of the nonempty set \(Z\) are, respectively, defined by
\[
\delta_Z(x) = \begin{cases} 0, & x \in Z, \\ +\infty, & \text{otherwise}, \end{cases}
\]
and
\[
\sigma_Z(x^*) = \sup_{x \in Z} \langle x^*, x \rangle \quad \text{for each } x^* \in X^*.
\]

Let \(f: X \to \bar{\mathbb{R}}\) be a proper function. The effective domain, the conjugate function, and the epigraph of \(f\) are denoted by \(\text{dom} f, f^*,\) and \(\text{epi} f,\) respectively; they are defined by
\[
\text{dom} f = \{x \in X : f(x) < +\infty\},
\]
\[
f^*(x^*) = \sup \{\langle x^*, x \rangle - f(x) : x \in X\} \quad \text{for each } x^* \in X^*,
\]
and
\[
\text{epi} f = \{(x, r) \in X \times \mathbb{R} : f(x) \leq r\}.
\]

It is well-known and easy to verify that \(\text{epi} f^*\) is weak*-closed. The lsc hull of \(f,\) denoted by \(\text{cl} f,\) is defined by
\[
\text{epi} (\text{cl} f) = \text{cl} (\text{epi} f).
\]

Then (cf. [35, Theorem 2.3.1]),
\[
(2.1) \quad f^* = (\text{cl} f)^*.
\]

By [35, Theorem 2.3.4], if \(\text{cl} f\) is proper and convex, then the following equality holds:
\[ f^{**} = \text{cl} \, f. \]

Let \( x \in X \). The subdifferential of \( f \) at \( x \) is defined by
\[ \partial f(x) := \{ x' \in X^*: f(x) + \langle x', y - x \rangle \leq f(y) \text{ for each } y \in X \} \]
if \( x \in \text{dom} \, f \), and \( \partial f(x) := \emptyset \) otherwise. By definition, the Young–Fenchel inequality below holds:
\[ f(x) + f^*(x') \geq \langle x, x' \rangle \text{ for each pair } (x, x') \in X \times X^*. \]
Moreover, by [35, Theorem 2.4.2(iii)],
\[ f(x) + f^*(x') = \langle x, x' \rangle \text{ if and only if } x' \in \partial f(x) \]
(the equality in (2.5) is usually referred to as Young’s equality). If \( g, h \) are proper, then
\[ \text{epi} \, g^* + \text{epi} \, h^* \subseteq \text{epi} \, (g + h)^*, \]
and
\[ g \leq h \Rightarrow g^* \geq h^* \Leftrightarrow \text{epi} \, g^* \subseteq \text{epi} \, h^*, \]
Furthermore, if \( g, h \) are convex and \( \text{cl} \, g \), \( \text{cl} \, h \) are proper, then
\[ \text{cl} \, g \leq \text{cl} \, h \Leftrightarrow \text{epi} \, g^* \subseteq \text{epi} \, h^*. \]

The following lemma is known in [17] and [35] (cf. [17, Lemma 2.1] for (2.10) and (2.11), and [35, Theorem 2.8.7] for (2.12)).

**Lemma 2.1.** Let \( g, h: X \rightarrow \mathbb{R} \) be proper convex functions satisfying \( \text{dom} \, g \cap \text{dom} \, h \neq \emptyset \).

(i) If \( g, h \) are lsc, then
\[ \text{epi} \, (g + h)^* = \text{cl}(\text{epi} \, g^* + \text{epi} \, h^*). \]

(ii) If either \( g \) or \( h \) is continuous at some point of \( \text{dom} \, g \cap \text{dom} \, h \), then
\[ \text{epi} \, (g + h)^* = \text{epi} \, g^* + \text{epi} \, h^*, \]
and
\[ \partial(g + h)(x) = \partial g(x) + \partial h(x) \text{ for each } x \in \text{dom} \, g \cap \text{dom} \, h. \]

The following lemma is a direct consequence of the definitions of a conjugate function and an epigraph. In particular, statements (i) and (ii) were used in [35, Theorem 2.13(i)] and [26, equation (2.5)], respectively.

**Lemma 2.2.** Let \( I \) be an index set, and let \( \{f_i: i \in I\} \) be a family of functions. Then the following statements hold:

(i) \( \text{epi} \, (\sup_{i \in I} f_i) = \cap_{i \in I} \text{epi} \, f_i \).

(ii) \( (\inf_{i \in I} f_i)^* = \sup_{i \in I} f_i^* \); consequently, \( \text{epi} \, (\inf_{i \in I} f_i)^* = \cap_{i \in I} \text{epi} \, f_i^* \).
Lemma 2.3. Let \( f, g : X \rightarrow \mathbb{R} \) be proper functions. Suppose that \( g \) is lsc and convex. Then for each \( p \in X^* \),
\[
(f - g)^*(p) = \sup_{u^* \in \text{dom } g^*} \left\{ f^*(p + u^*) - g^*(u^*) \right\}.
\]

Proof. Let \( p \in X^* \). By (2.2),
\[
g(\cdot) = g^* (\cdot) = \sup_{x^* \in \text{dom } g^*} \{ (x^*, \cdot) - g^*(x^*) \}.
\]
Then, by definition and (2.14), we have that
\[
(f - g)^*(p) = \sup_{x \in X} \{ (p, x) - (f - g)(x) \}
\]
\[
= \sup_{x \in X} \sup_{x^* \in \text{dom } g^*} \{ ((x^*, x) - g^*(x^*)) - (f(x) - (p, x)) \}
\]
\[
= \sup_{x^* \in \text{dom } g^*} \sup_{x \in X} \{ (p + x^*, x) - f(x) - g^*(x^*) \}
\]
\[
= \sup_{x^* \in \text{dom } g^*} \{ \sup_{x \in X} \{ (p + x^*, x) - f(x) \} - g^*(x^*) \}
\]
\[
= \sup_{x^* \in \text{dom } g^*} \{ f^*(p + x^*) - g^*(x^*) \}.
\]
Hence, (2.13) holds, and the proof is complete. \( \Box \)

We end this section with a remark that an element \( p \in X^* \) can be naturally regarded as a function on \( X \) in such a way that
\[
p(x) := \langle p, x \rangle \text{ for each } x \in X.
\]
Thus, the following facts are clear for any \( a \in \mathbb{R} \) and any function \( h : X \rightarrow \mathbb{R} \):
\[
(h + p + a)^*(x^*) = h^*(x^* - p) - a \text{ for each } x^* \in X^*,
\]
\[
\text{epi}(h + p + a)^* = \text{epi } h^* + (p, -a).
\]

3. The further regularity condition (FRC) and strong dualities. Let \( X \) and \( Y \) be real locally convex Hausdorff topological vector spaces, and let \( A : X \rightarrow Y \) be a linear continuous operator. Let \( f_1, f_2 : X \rightarrow \mathbb{R} \) and \( g_1, g_2 : Y \rightarrow \mathbb{R} \) be proper convex functions such that \( f_1 - f_2, g_1 - g_2 \) are proper functions and such that
\[
\Omega = A(\text{dom}(f_1 - f_2)) \cap \text{dom}(g_1 - g_2) \neq \emptyset.
\]
Then, by (1.5), we have that
\[
\emptyset \neq \text{dom } f_1 \subseteq \text{dom } f_2 \quad \text{and} \quad \emptyset \neq \text{dom } g_1 \subseteq \text{dom } g_2.
\]
For simplicity, we denote
\[
H^* := \text{dom } f_2^* \times \text{dom } g_2^*.
\]
To make the dual problems considered here well-defined, we further assume that \( \text{cl} f_2 \) and \( \text{cl} g_2 \) are proper. Then \( H^* \neq \emptyset \). Consider the DC optimization problem (1.1), that is,

\[
(P) \quad \inf_{x \in X} \{ f_1(x) - f_2(x) + g_1(Ax) - g_2(Ax) \},
\]

and the dual problems defined, respectively, by (1.3) and (1.8), that is,

\[
(D^C) \quad \inf_{(u^*, v^*) \in H^*} \sup_{y^* \in Y^*} \{ -f_1^*(u^* - A^*y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \}
\]

and

\[
(D^F) \quad \sup_{y^* \in Y^*} \inf_{(u^*, v^*) \in H^*} \{ -f_1^*(u^* - A^*y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \}.
\]

This section is devoted to the study of the weak dualities and the strong dualities between \( P \) and \( D^F \) and between \( P \) and \( D^C \). Recall that \( v(P), v(D^C), v(D^F) \), and \( v(D_{(u^*, v^*)}) \) denote the optimal values of \( P \), \( D^C \), \( D^F \), and \( D_{(u^*, v^*)} \), respectively, where \( (D_{(u^*, v^*)}) \) for \( (u^*, v^*) \in H^* \) is the dual problem defined by (1.2), that is,

\[
(D_{(u^*, v^*)}) \quad \sup_{y^* \in Y^*} \{ -f_1^*(u^* - A^*y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \}.
\]

Then

\[
v(D^F) \leq v(D^C).
\]

**Definition 3.1.** We say that
(a) the weak \( F \)-duality holds (between \( P \) and \( D^F \)) if \( v(D^F) \leq v(P) \);
(b) the weak \( C \)-duality holds (between \( P \) and \( D^C \)) if \( v(D^C) \leq v(P) \);
(c) the strong \( F \)-duality holds (between \( P \) and \( D^F \)) if \( v(P) = v(D^F) \) and the problem \( D^F \) has an optimal solution;
(d) the strong \( C \)-duality holds (between \( P \) and \( D^C \)) if \( v(P) = v(D^C) \) and for each \( (u^*, v^*) \in H^* \) satisfying \( v(D_{(u^*, v^*)}) = v(D^C) \), the dual problem \( D_{(u^*, v^*)} \) has an optimal solution.

**Remark 3.1.** By definition, it is easy to see that the strong \( C \)-duality holds if and only if \( v(P) = v(D^C) \) and for each \( (u^*, v^*) \in H^* \) there is \( y^* \in Y^* \) satisfying

\[
-f_1^*(u^* - A^*y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \geq v(D^C).
\]

Moreover, in the special case when \( f_2 = g_2 = 0 \), the strong \( F \)-duality and the strong \( C \)-duality coincide with the strong duality for convex optimization problems.

Clearly, if \( f_2 \) and \( g_2 \) are lsc, then by (3.6), we have that

\[
v(D^F) \leq v(D^C) \leq v(P);
\]

that is, the weak \( F \)-duality and the weak \( C \)-duality hold. The following example shows that, in general, the weak \( F \)-duality and the weak \( C \)-duality do not necessarily hold.

**Example 3.1.** Let \( X = Y = \mathbb{R} \), and let \( A \) be the identity. Define \( f_1, f_2, g_1, g_2 : \mathbb{R} \to \mathbb{R} \) by \( f_1 := \delta_{(0)}, g_1 := \delta_{[0, +\infty)}, g_2 := 0 \), and
\[ f_2(x) := \begin{cases} 0, & x < 0, \\ 1, & x = 0, \\ +\infty, & x > 0. \end{cases} \]

Then \( f_1, f_2, g_1, g_2 \) are proper convex functions and \( v(P) = -1 \). Clearly, \( f_1^* = 0, f_2^* = \delta_{[0,\infty)}, g_1^* = \delta_{(-\infty,0]}, \) and \( g_2^* = \delta_{\{0\}} \). Hence, \( H^* = [0,\infty) \times \{0\} \). Let \( y^* \in \mathbb{R} \). Then for each \( (u^*, v^*) \in H^* \),
\[-f_1^*(u^* - y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) = -g_1^*(y^*).\]

Hence, \( v(D^f) = 0 \). This implies that \( v(P) < v(D^f) \). Consequently, the weak \( F \)-duality and the weak \( C \)-duality do not hold.

**Remark 3.2.** Assume that the weak \( C \)-duality holds. Then the weak \( F \)-duality holds by (3.6), and the following implication holds by definitions:

\[(3.9) \quad \text{the strong } F \text{-duality} \Rightarrow \text{the strong } C \text{-duality.}\]

The following example shows that the converse does not hold even in the case when \( f_2 \) and \( g_2 \) are lsc.

**Example 3.2.** Let \( X = Y = \mathbb{R} \), and let \( A \) be the identity. Define \( f_1, f_2, g_1, g_2 : \mathbb{R} \rightarrow \mathbb{R} \), respectively, by \( f_1 := \delta_{[0,\infty)}, f_2(x) := x^2 \) for each \( x \in \mathbb{R} \), \( g_1 := \delta_{(-\infty,1]} \), and
\[ g_2(x) := \begin{cases} x^2, & x \leq 0, \\ 0, & 0 < x \leq 1, \\ +\infty, & x > 1. \end{cases} \]

Then \( f_1, f_2, g_1, g_2 \) are proper convex lsc functions. Moreover, for each \( x \in \mathbb{R} \),
\[ f_1(x) - f_2(x) + g_1(x) - g_2(x) = \begin{cases} -x^2, & 0 \leq x \leq 1, \\ +\infty, & \text{otherwise}. \end{cases} \]

Hence, \( v(P) = -1 \). Note that \( f_1^* = \delta_{(-\infty,0]}, f_2^*(x^*) = \frac{x^2}{4} \) for each \( x^* \in \mathbb{R} \),
\[ g_1^*(x^*) = \begin{cases} x^*, & x^* \geq 0, \\ +\infty, & x < 0, \end{cases} \quad \text{and} \quad g_2^*(x^*) = \begin{cases} \frac{x^2}{4} + x^*, & x^* \leq 0, \\ x^*, & x > 0. \end{cases} \]

Then \( \text{dom } f_2^* = \text{dom } g_2^* = \mathbb{R} \) and \( H^* = \mathbb{R} \times \mathbb{R} \). Below we show that the strong \( C \)-duality holds but not the strong \( F \)-duality. To do this, consider the function \( h: \mathbb{R}^3 \rightarrow \mathbb{R} \) defined by

\[(3.10) \quad h(x_1, x_2, x_3) := \begin{cases} \frac{x_1^2}{4} - (x_2 + x_3) + \frac{x_2^2}{4}, & x_3 \geq \max\{x_1, -x_2\}, \quad x_2 \leq 0, \\ \frac{x_1^2}{4} - x_2, & x_3 \geq \max\{x_1, -x_2\}, \quad x_2 > 0, \\ -\infty, & \text{otherwise} \end{cases} \]

for any \( (x_1, x_2, x_3) \in \mathbb{R}^3 \). Note that, for each \( x_3 \in \mathbb{R} \), one has \( h(x_3 + 1, -x_3 - 1, x_3) = -\infty \). Hence,
\[(3.11) \quad \sup_{x_3 \in \mathbb{R}} \inf_{(x_1, x_2) \in \mathbb{R}^2} h(x_1, x_2, x_3) = -\infty.\]

Obviously, for each \( (x_1, x_2) \in \mathbb{R}^2 \), the function \( h(x_1, x_2, \cdot) \) attains the maximum at \( x_3 = \max\{x_1, -x_2\} \). Therefore, for each \( (x_1, x_2) \in \mathbb{R}^2 \),
\[
\sup_{x_3 \in \mathbb{R}} h(x_1, x_2, x_3) = \begin{cases} 
\min \left\{ \frac{x_1^2}{4} + \frac{x_2^2}{4} - x_1 - x_2, \frac{x_1^2}{4} + \frac{x_2^2}{4} \right\}, & x_2 \leq 0, \\
\min \left\{ \frac{x_1^2}{4} - x_1, \frac{x_2^2}{4} + x_2 \right\}, & x_2 > 0.
\end{cases}
\]

Then it follows that
\[
(3.12) \quad \inf_{(x_1, x_2) \in \mathbb{R}^2} \sup_{x_3 \in \mathbb{R}} h(x_1, x_2, x_3) = -1
\]

and
\[
(3.13) \quad \{(x_1, x_2) \in \mathbb{R}^2 : \sup_{x_3 \in \mathbb{R}} h(x_1, x_2, x_3) = -1\} = \{(2, 0)\}.
\]

By definitions, we can check that, for any \((u^*, v^*), y^*\) \in \mathbb{R}^3,
\[
(3.14) \quad -f_1(u^* - y^*) + f_2^*(u^*) - g_1^*(v^* + y^*) + g_2^*(v^*) = h(u^*, v^*, y^*).
\]

Therefore,
\[
v(D^C) = \inf_{(u^*, v^*) \in \mathbb{R}^2} \sup_{y^* \in \mathbb{R}} h(u^*, v^*, y^*) = -1
\]

by (3.12) and \((2, 0, y^*)\) attains its maximum at \(y^* = 2\). Thus, the strong C-duality holds by definition because any pair \((u^*, v^*)\) \in \mathbb{R}^3 satisfying \(v(D(u^*, v^*)) = v(D^C)\) is \((2, 0)\) by (3.13). However, by (3.11) and (3.14),
\[
v(D^F) = \sup_{y^* \in \mathbb{R}} \inf_{(u^*, v^*) \in \mathbb{R}^2} h(u^*, v^*, y^*) = -\infty,
\]

and so the strong F-duality does not hold.

The following example shows that the implication (3.9) does not hold if the weak C-duality assumption is dropped.

**Example 3.3.** Let \(X = Y = \mathbb{R}^2\), and let \(A\) be the identity. Define \(f_1, f_2, g_1, g_2 : \mathbb{R}^2 \to \mathbb{R}\) by \(f_2(x_1, x_2) := x_1^2\) for each \((x_1, x_2) \in \mathbb{R}^2\),
\[
f_1(x_1, x_2) = \begin{cases} 
0, & x_1 \geq 0, \\
+\infty, & x_1 < 0,
\end{cases} \quad g_1(x_1, x_2) = \begin{cases} 
0, & x_1 \leq 1, \\
+\infty, & x_1 > 1,
\end{cases}
\]

and
\[
g_2(x_1, x_2) = \begin{cases} 
x_1^2, & x_1 \leq 0, \\
0, & 0 \leq x_1 < 1, \\
|x_2|, & x_1 = 1, \\
+\infty, & x_1 > 1.
\end{cases}
\]

Then \(f_1, f_2, g_1, g_2\) are proper convex functions and, for each \((x_1, x_2) \in \mathbb{R}^2\),
\[
f_1(x_1, x_2) - f_2(x_1, x_2) + g_1(x_1, x_2) - g_2(x_1, x_2) = \begin{cases} 
-x_1^2, & 0 \leq x_1 < 1, \\
-x_1^2 - |x_2|, & x_1 = 1, \\
+\infty, & \text{otherwise}.
\end{cases}
\]
Hence, \( v(P) = -\infty \). Note that, for each \( (x_1^*, x_2^*) \in \mathbb{R}^2 \),

\[
\begin{align*}
    f_1^*(x_1^*, x_2^*) &= \begin{cases}
        0, & x_1^* \leq 0, x_2^* = 0, \\
        +\infty, & \text{otherwise},
    \end{cases} \\
    f_2^*(x_1^*, x_2^*) &= \begin{cases}
        x_2^2, & x_2^* > 0, x_2^* = 0, \\
        +\infty, & \text{otherwise},
    \end{cases}
\end{align*}
\]

and

\[
\begin{align*}
    g_1^*(x_1^*, x_2^*) &= \begin{cases}
        x_1^*, & x_1^* \geq 0, x_2^* = 0, \\
        +\infty, & \text{otherwise},
    \end{cases} \\
    g_2^*(x_1^*, x_2^*) &= \begin{cases}
        x_2^2, & x_2^* \leq 0, x_2^* = 0, \\
        x_1^*, & x_1^* > 0, x_2^* = 0, \\
        +\infty, & \text{otherwise}.
    \end{cases}
\end{align*}
\]

Then \( \text{dom } f_2^* = \text{dom } g_2^* = \mathbb{R} \times \{0\} \) and \( H^* = (\mathbb{R} \times \{0\})^2 \), and, for each \( (u^*, v^*) \in H^* \) with \( u^* = (u_1^*, 0) \), \( v^* = (v_1^*, 0) \) and each \( y^* = (y_1^*, y_2^*) \in \mathbb{R}^2 \), we have that

\[
(3.15) \quad -f_1^*(u^* - y^*) + f_2^*(u^*) - g_1^*(v^* + y^*) + g_2^*(v^*) = \begin{cases}
    h(u_1^*, v_1^*, y_1^*), & y_2^* = 0, \\
    -\infty, & y_2^* \neq 0,
\end{cases}
\]

where \( h : \mathbb{R}^3 \to \mathbb{R} \) is defined by (3.10). Therefore, by (3.11) and the definition of \( v(D^F) \),

\[
v(D^F) = \sup_{y^* \in \mathbb{R}^2} \inf_{(u_1^*, v_1^*) \in \mathbb{R}^2} h(u_1^*, v_1^*, y_1^*) = -\infty = v(P),
\]

and \( y^* = (0, 0) \) is an optimal solution of problem \( (D^F) \). Thus, by definition, the strong \( F \)-duality holds. However, by (3.12) and (3.15),

\[
v(D^C) = \inf_{(u_1^*, v_1^*) \in \mathbb{R}^2} \sup_{y_1^* \in \mathbb{R}} h(u_1^*, v_1^*, y_1^*) = -1 \neq v(P),
\]

and so the strong \( C \)-duality does not hold.

In order to characterize the weak dualities and the strong dualities between the primal problem and the dual problems, we need to introduce some new regularity conditions. To this aim, we shall consider the identity operator \( \text{Id}_\mathbb{R} \) on \( \mathbb{R} \), and the image set \( (A^* \times \text{Id}_\mathbb{R})(Z) \) of a set \( Z \subseteq Y^* \times \mathbb{R} \) through the map \( A^* \times \text{Id}_\mathbb{R} : Y^* \times \mathbb{R} \to X^* \times \mathbb{R} \) defined by

\[
(x^*, r) \in (A^* \times \text{Id}_\mathbb{R})(Z) \iff \exists y^* \in Y^* \text{ such that } (y^*, r) \in Z \quad \text{and} \quad A^* y^* = x^*
\]

(\text{where the map } A^* \times \text{Id}_\mathbb{R} \text{ was for the first time introduced in [7]). Moreover, we will make use of the following characteristic sets } K_L, K_O, \text{ and } K_F \text{ defined, respectively, by}

\[
K_L := \bigcap_{u^* \in \text{dom } f_2^*} (\text{epi } f_1^* - (u^*, f_2^*(u^*))) + \bigcap_{v^* \in \text{dom } g_2^*} ((A^* \times \text{Id}_\mathbb{R})(\text{epi } g_1^*) - (A^* v^*, g_2^*(v^*))),
\]

\[
K_O := \bigcap_{(u^*, v^*) \in H^*} (\text{epi } f_1^* + (A^* \times \text{Id}_\mathbb{R})(\text{epi } g_1^*) - (u^*, f_2^*(u^*)) - (A^* v^*, g_2^*(v^*))).
\]
and
\[
K_F := \bigcap_{(u', v') \in H^*} (\text{epi}(f_1 + g_1 \cdot A)^* - (u', f_2^*(u')) - (A^* v', g_2^*(v'))).
\]

Clearly, we have the following inclusions:
\[
(3.16) \quad K_L \subseteq K_C \subseteq K_F.
\]
The functions \( \tilde{f} \) and \( \tilde{g} \), which play a bridging role for our study, are defined, respectively, by
\[
(3.17) \quad \tilde{f} := f_1 - \text{cl} f_2 \quad \text{and} \quad \tilde{g} := g_1 - \text{cl} g_2.
\]
By (3.1), \( \tilde{f} \) and \( \tilde{g} \) are proper. The relationships between \( K_F, K_L \), and \( \text{epi}(\tilde{f} + \tilde{g} \cdot A)^* \) are described in the following lemma.

LEMMA 3.2. We have the following formulas:
\[
(3.18) \quad K_F = \text{epi}(\tilde{f} + \tilde{g} \cdot A)^*
\]
and
\[
(3.19) \quad K_L = \text{epi} \tilde{f}^* + (A^* \times \text{Id}_R)(\text{epi} \tilde{g}^*).
\]

Proof. In fact, since \( \text{cl} f_2 \) and \( \text{cl} g_2 \) are proper lsc convex functions, it follows from (2.2) that
\[
(3.20) \quad \text{cl} f_2 = f_2^* \quad \text{and} \quad \text{cl} g_2 = g_2^*.
\]
Hence, using Lemma 2.2(ii), one gets that
\[
(\tilde{f} + \tilde{g} \cdot A)^* = \left( \inf_{(u', v') \in H^*} (f_1 + g_1 \cdot A - u^* - A^* v^* + f_2^*(u') + g_2^*(v')) \right)^* \nonumber
\]
\[
= \sup_{(u', v') \in H^*} (f_1 + g_1 \cdot A - u^* - A^* v^* + f_2^*(u') + g_2^*(v'))^*.
\]
This, together with Lemma 2.2(i) and Lemma 2.1(ii), implies that
\[
\text{epi}(\tilde{f} + \tilde{g} \cdot A)^* = \bigcap_{(u', v') \in H^*} \text{epi}(f_1 + g_1 \cdot A - u^* - A^* v^* + f_2^*(u') + g_2^*(v'))^*
\]
\[
= \bigcap_{(u', v') \in H^*} (\text{epi}(f_1 + g_1 \cdot A)^* - (u', f_2^*(u')) - (A^* v^*, g_2^*(v'))),
\]
where the last equality holds because of (2.17). Hence, (3.18) is seen to hold.
To show (3.19), note by definition that if \( g_1 = g_2 = 0 \), then
\[
K_F = \bigcap_{u' \in \text{dom} f_2^*} (\text{epi} f_1^* - (u', f_2^*(u'))).
\]
It follows from (3.18) (applied to \( \{f_1, f_2, 0, 0\} \) in place of \( \{f_1, f_2, g_1, g_2\} \)) that
\[
(3.21) \quad \text{epi} \tilde{f}^* = \bigcap_{u' \in \text{dom} f_2^*} (\text{epi} f_1^* - (u', f_2^*(u'))).
\]
Similarly, we have
\begin{equation}
\text{epi } \tilde{g}^* = \bigcap_{v' \in \text{dom } g_1^*} (\text{epi } g_1^* - (v' \cdot g_2^*(v')));
\end{equation}
hence,
\begin{align*}
(A^* \times \text{Id}_\mathbb{R})(\text{epi } \tilde{g}^*) &= \bigcap_{v' \in \text{dom } g_1^*} (A^* \times \text{Id}_\mathbb{R})(\text{epi } g_1^* - (v' \cdot g_2^*(v'))) \\
&= \bigcap_{v' \in \text{dom } g_1^*} ((A^* \times \text{Id}_\mathbb{R})(\text{epi } g_1^*) - (A^* v', g_2^*(v'))).
\end{align*}
This together with (3.21) implies that (3.19) holds.  
\hfill \square

In particular, in the case when \( f_2 \) and \( g_2 \) are lsc, the following assertion holds:
\begin{equation}
K_C \subseteq \text{epi}(f_1 - f_2 + g_1 \circ A - g_2 \circ A)^* = K_F.
\end{equation}
The following example shows that “\( \subseteq \)” and “\( = \)” in (3.23) do not hold in general.

\textbf{Example 3.4.} Let \( X = Y = \mathbb{R} \), and let \( A \) be the identity. Define \( f_1, f_2, g_1, g_2 : \mathbb{R} \to \mathbb{R} \) by \( g_1 = g_2 \equiv 0 \), \( f_1 \equiv \delta_{(-\infty, 0]} \), and
\[ f_2(x) = \begin{cases} 
0, & x < 0, \\
1, & x = 0, \\
\infty, & x > 0.
\end{cases} \]
Then \( f_1, f_2, g_1, \) and \( g_2 \) are proper convex functions. By definition (noting that \( g_1 = g_2 = 0 \)), we have
\begin{equation}
K_C = K_F.
\end{equation}
Clearly, \( (f_1 - \text{cl } f_2)^* = \delta_{[0, \infty)} \). It follows that \( \text{epi}(f_1 - \text{cl } f_2)^* = [0, +\infty) \times [0, +\infty) \).
This together with (3.18) implies that 
\[
K_F = \text{epi}(f_1 - \text{cl } f_2)^* = [0, +\infty) \times [0, +\infty).
\]
Moreover, it is easy to see that, for each \( x^* \in \mathbb{R} \),
\begin{equation}
(f_1 - f_2)^*(x^*) = \begin{cases} 
1, & x^* \geq 0, \\
\infty, & x^* < 0.
\end{cases}
\end{equation}
Hence,
\[
\text{epi}(f_1 - f_2 + g_1 \circ A - g_2 \circ A)^* = \text{epi}(f_1 - f_2)^* = [0, +\infty) \times [1, +\infty).
\]
Therefore, \( K_F \neq \text{epi}(f_1 - f_2 + g_1 \circ A - g_2 \circ A)^* \) and \( K_C \nsubseteq \text{epi}(f_1 - f_2 + g_1 \circ A - g_2 \circ A)^* \) by (3.24).

\textbf{Example 3.5} below shows that, in general, \( \text{epi}(f_1 - f_2 + g_1 \circ A - g_2 \circ A)^* \subseteq K_C \) does not necessarily hold.

\textbf{Example 3.5.} Let \( X = Y = \mathbb{R}^2 \), and let \( A \) be the identity. Let
\[
A := \{(x - 1, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1 \}
\]
and

\[ B := \{(1-x,-y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1 \}. \]

Define \( f_1, f_2, g_1, g_2 : \mathbb{R}^2 \to \mathbb{R} \) by \( f_2 = g_2 = 0 \), \( f_1 = \delta_A \), and \( g_1 = \delta_B \). Then \( f_1 + g_1 = \delta_{\{0\}} \) and \( \text{epi}(f_1 + g_1)^* = \mathbb{R}^2 \times [0, +\infty) \). Clearly, for each \( x^* \in \mathbb{R}^2 \), we have

\[ f_1(x^*) = \|x^*\| - x_1^* \quad \text{and} \quad g_1(x^*) = \|x^*\| + x_2^*. \]

Hence,

\[ \text{(3.26)} \quad \text{epi} f_1 + \text{epi} g_1 = \{(r_1, r_2, \alpha) : r_2 = 0, \alpha \geq 0\} \cup \{(r_1, r_2, \alpha) : r_2 \neq 0, \alpha > 0\}. \]

This together with the definition of \( K_C \) implies that

\[ K_C = \text{epi} f_1 + \text{epi} g_1 = \{(r_1, r_2, \alpha) : r_2 = 0, \alpha \geq 0\} \cup \{(r_1, r_2, \alpha) : r_2 \neq 0, \alpha > 0\} \]

(as \( f_2 = g_2 = 0 \) and \( A \) is the identity mapping). Therefore,

\[ \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* = \text{epi}(f_1 + g_1)^* \not\subseteq K_C. \]

Considering the possible inclusions among \( \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \) and \( K_F \), \( K_C \), we introduce the following definition.

**Definition 3.3.** The family \((f_1, f_2, g_1, g_2; A)\) is said to satisfy

(a) the further regularity condition \((\text{FRC})\) if

\[ \text{(3.27)} \quad \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \cap \{(0) \times \mathbb{R}\} = K_C \cap \{(0) \times \mathbb{R}\}; \]

(b) the semi-\((\text{FRC})\) \((\text{SFRC})\) if

\[ \text{(3.28)} \quad \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \cap \{(0) \times \mathbb{R}\} \supseteq K_C \cap \{(0) \times \mathbb{R}\}; \]

(c) the lower semicontinuity closure at \(0\) \((\text{LSC})_0\) if

\[ \text{(3.29)} \quad \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \cap \{(0) \times \mathbb{R}\} = K_F \cap \{(0) \times \mathbb{R}\}. \]

**Remark 3.3.**

(a) By (3.16), the \((\text{LSC})_0\) implies the \((\text{SFRC})\), while the converse implication is not true which will be shown in Example 3.6.

(b) By (3.18), if \( f_2 \) and \( g_2 \) are lsc, then the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((\text{LSC})_0\) and therefore the \((\text{SFRC})\).

(c) Note that

\[ \text{(3.30)} \quad \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \subseteq \text{epi}(f_1 - \text{cl} f_2 + g_1 \cdot A - (\text{cl} g_2) \cdot A)^* \]

holds automatically. It follows from (3.18) that (3.29) can be equivalently replaced by

\[ \text{(3.31)} \quad \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \cap \{(0) \times \mathbb{R}\} \supseteq K_F \cap \{(0) \times \mathbb{R}\}. \]

(d) Recall from [25, Definition 4.2] that the triple \((\tilde{f}, \tilde{g}; A)\) satisfies the \((\text{FRC})_A\) if

\[ \text{(3.32)} \quad (\tilde{f} + \tilde{g} \cdot A)^*(0) \geq (\tilde{f}^* \square A^* \tilde{g}^*)(0). \]
and there exists \(x^* \in X^*\) such that \(\langle \tilde{f}^* \square A^* \tilde{g}^* \rangle(0) = \tilde{f}^*(-x^*) + (A^* \tilde{g}^*)(x^*)\) and the infimum in the definition of \((A^* \tilde{g}^*)(x^*)\) is attained, where \(\tilde{f}^* \square A^* \tilde{g}^*\) denotes the infimal convolution of \(\tilde{f}^*\) and \(A^* \tilde{g}^*\) (see, for example, [33] or [35, page 43] for the definition). By [25, Proposition 4.3], the \((FRC)_A\) for the triple \((\tilde{f}, \tilde{g}; A)\) is equivalent to

\[
\text{epi}(\tilde{f} + \tilde{g} \cdot A)^* \cap (\{0\} \times \mathbb{R}) = \text{epi} \tilde{f}^* + (A^* \times \text{Id}_\mathbb{R})(\text{epi} \tilde{g}^*) \cap (\{0\} \times \mathbb{R}).
\]

(3.33)

This together with (3.18), (3.19), and (3.16) implies that

\[
(FRC)_A \cap (\{0\} \times \mathbb{R}) = (FRC)_C \cap (\{0\} \times \mathbb{R}) = (FRC)_L \cap (\{0\} \times \mathbb{R}).
\]

Therefore, if the \((LSC)_b\) holds, then the \((FRC)_A\) for the triple \((\tilde{f}, \tilde{g}; A)\) implies the \((FRC)\) for the family \((f_1, f_2, g_1, g_2; A)\). It should be noted that, for the triple \((\tilde{f}, \tilde{g}; A)\), the \((FRC)_A\) is different from the \((FRC)_A\), which was for the first time introduced in [7, section 4] (cf. [25]).

Let \((P^{cl})\) denote the optimization problem \((P)\) with \(f\) and \(g\) defined by (3.17):

\[
(P^{cl}) \inf_{x \in X} \{f_1(x) - \text{cl} f_2(x) + g_1(Ax) - (\text{cl} g_2)(Ax)\},
\]

and let \(v(P^{cl})\) denote the optimal value of the problem \((P^{cl})\). We need the following lemma.

**Lemma 3.4.** Let \(r \in \mathbb{R}\). Then the following assertions hold:

(i) \((0, r) \in \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^*\) if and only if \(v(P) \geq -r\).

(ii) \((0, r) \in K_F\) if and only if \(v(P^{cl}) \geq -r\).

(iii) \((0, r) \in K_C\) if and only if \(v(D^C) \geq -r\) and for each \((u^*, v^*) \in H^*\) there is \(y^* \in Y^*\) satisfying

\[
-f_1'(u^* - A^* y^*) + f_2'(u^*) - g_1'(y^* + v^*) + g_2'(v^*) \geq -r.
\]

**Proof.**

(i) By the definition of the conjugate function, one has

\[
v(P) = -(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^*(0).
\]

Hence, the result is clear.

(ii) By (3.18), we have \((0, r) \in K_F \iff (0, r) \in \text{epi}(f_1 - \text{cl} f_2 + g_1 \cdot A - (\text{cl} g_2) \cdot A)^*\). Thus, (i) is applied to obtain the conclusion.

(iii) Let \((0, r) \in K_C\), and let \((u^*, v^*) \in H^*\). Then

\[
(0, r) \in \text{epi} f_1^* + (A^* \times \text{Id}_\mathbb{R})(\text{epi} g_1^*) - (u^*, f_2^*(u^*)) - (A^* v^*, g_2^*(v^*)).
\]

Thus, there exist \((x_1^*, r_1) \in \text{epi} f_1^*\) and \((y_2^*, r_2) \in \text{epi} g_1^*\) such that

\[
x_1^* + A^* y_2^* - u^* - A^* v^* = 0
\]

and

\[
r_1 + r_2 - f_2^*(u^*) - g_2^*(v^*) = r.
\]

\[
\text{epi} f_1^* + A^* \text{Id}_\mathbb{R} \times \text{epi} g_1^* - (u^*, f_2^*(u^*)) - (A^* v^*, g_2^*(v^*)).
\]
Since
\[ f_1(x^*) \leq r_1 \quad \text{and} \quad g_1(y^*) \leq r_2, \]
it follows from (3.37) and (3.38) that
\[ -f_1(u^* - A^*(y^* - v^*)) + f_2(u^*) - g_1(y^*) + g_2(v^*) \]
\[ = -f_1(x^*) + f_2(u^*) - g_1(y^*) + g_2(v^*) \]
\[ \geq -r_1 + f_2(u^*) - r_2 + g_2(v^*) \]
\[ = -r. \]
Recall that \( v(D^C) \) is the optimal value of the problem \((D^C)\) (cf. (3.3)). It follows that \( v(D^C) \geq -r \) and \( y^* = y^*_1 - v^* \) satisfy (3.35).
Conversely, suppose that \( v(D^C) \geq -r \) and for each \((u^*, v^*) \in H^* \) there is \( y^* \in Y^* \) satisfying (3.35). Let \((u^*, v^*) \in H^* \), and let \( y^*_0 \in Y^* \) satisfy (3.35); hence,
\[ g_1(y_0^* + v^*) \leq r - f_1(u^* - A^*y_0^*) + f_2(u^*) + g_2(v^*). \]
This means that
\[ (A^*(y_0^* + v^*), r - f_1(u^* - A^*y_0^*) + f_2(u^*) + g_2(v^*)) \in (A^* \times \text{Id}_R)(\text{epi} g_1^*). \]
(3.40)
Since
\[ 0 = (u^* - A^*y_0^*) + A^*(y_0^* + v^*) - u^* - A^*v^* \]
and
\[ r = f_1(u^* - A^*y_0^*) + (r - f_1(u^* - A^*y_0^*) + f_2(u^*) + g_2(v^*)) - f_2(u^*) - g_2(v^*), \]
it follows from (3.40) that
\[ (0, r) \in \text{epi} f_1^* + (A^* \times \text{Id}_R)(\text{epi} g_1^*) - (u^*, f_2^*(u^*)) - (A^*v^*, g_2^*(v^*)). \]
Noting that \((u^*, v^*) \in H^* \) is arbitrary, we have that
\[ (0, r) \in \bigcap_{(u^*, v^*) \in H^*} (\text{epi} f_1^* + (A^* \times \text{Id}_R)(\text{epi} g_1^*) - (u^*, f_2^*(u^*)) - (A^*v^*, g_2^*(v^*)) = K_C. \]
Thus, we complete the proof. \( \square \)

The following proposition establishes the connection among the problems \((P)\) and \((P^d)\) and the regularity condition \((\text{LSC})_0\)

**Proposition 3.5.** The family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((\text{LSC})_0\) if and only if \( v(P) = v(P^d) \).

**Proof.** Suppose that the \((\text{LSC})_0\) holds. Then (3.29) holds. To show \( v(P) = v(P^d) \), it suffices to show that \( v(P) \geq v(P^d) \) since \( v(P) \leq v(P^d) \) holds automatically. To do this, suppose, on the contrary, that \( v(P) < v(P^d) \). Then there exists \( r \in \mathbb{R} \) such that \( v(P) < -r \). By Lemma 3.4(ii), \((0, r) \in K_F\), and so \((0, r) \in \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^*\) by (3.29). It follows from Lemma 3.4(i) that \( v(P) \geq -r \). This contradicts \( v(P) < -r \) and completes the proof of the inequality \( v(P) \geq v(P^d) \).
Conversely, suppose that \(v(P) = v(P^*)\). By Remark 3.3(c), it suffices to show that (3.31) holds. To do this, let \((0, r) \in K_C\). Then, by Lemma 3.4(ii), \(v(P^*) \geq -r\) and so \(v(P) \geq -r\). Hence, by Lemma 3.4(i), \((0, r) \in \text{epi}(f_1 - f_2 + g_1 \ast A - g_2 \ast A)^r\). Therefore, (3.31) is proved. \(\qed\)

Our first theorem of this section shows that the \((SFRC)\) is a sufficient and necessary condition for the weak \(C\)-duality to hold.

**Theorem 3.6.** The inequalities

\[
v(D^v) \leq v(D^c) \leq v(P)
\]

hold if and only if the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((SFRC)\).

**Proof.** Suppose that (3.41) holds. Let \((0, r) \in K_C\). Then, by Lemma 3.4(iii), we have \(v(D^c) \geq -r\). By (3.41), one has \(v(P) \geq -r\), which implies that \((0, r) \in \text{epi}(f_1 - f_2 + g_1 \ast A - g_2 \ast A)^r\), thanks to Lemma 3.4(i). Hence, (3.28) holds; that is, the \((SFRC)\) holds.

Conversely, suppose that the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((SFRC)\). To show (3.41), it suffices to show \(v(D^c) \leq v(P)\). To do this, suppose, on the contrary, that \(v(P) < v(D^c)\). Then there exists \(r \in \mathbb{R}\) such that \(v(P) < -r < v(D^c)\). Thus, from (3.3) we have that for each \((u^*, v^*) \in H^*\) there exists \(y^* \in Y^*\) satisfying (3.35). Hence, \((0, r) \in K_C\) by Lemma 3.4(iii), and \((0, r) \in \text{epi}(f_1 - f_2 + g_1 \ast A - g_2 \ast A)^r\) by the \((SFRC)\). This together with Lemma 3.4(i) implies that \(v(P) \geq -r\), which contradicts \(v(P) < -r\). Consequently, we have \(v(D^c) \leq v(P)\) and complete the proof. \(\Box\)

The following theorem provides a characterization for the strong \(C\)-duality to hold in terms of the \((FRC)\).

**Theorem 3.7.** The family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((FRC)\) if and only if the strong \(C\)-duality holds.

**Proof.** Suppose that the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((FRC)\). Then the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((SFRC)\), and so \(v(D^c) \leq v(P)\) by Theorem 3.6. Thus, to prove the strong \(C\)-duality, by Remark 3.1, it suffices to show that \(v(D^c) \geq v(P)\) and that for each \((u^*, v^*) \in H^*\) there exists \(y^* \in Y^*\) satisfying (3.7). Note that the conclusion holds trivially if \(v(P) = -\infty\). Below we consider only the case when \(-r := v(P) \in \mathbb{R}\). By Lemma 3.4(i), \((0, r) \in \text{epi}(f_1 - f_2 + g_1 \ast A - g_2 \ast A)^r\) and hence \((0, r) \in K_C\), thanks to the assumed \((FRC)\). Thus, by Lemma 3.4(iii), we have that \(v(D^c) \geq -r\) and for each \((u^*, v^*) \in H^*\) there exists \(y^* \in Y^*\) satisfying (3.35). Hence, the strong \(C\)-duality holds.

Conversely, suppose that the strong \(C\)-duality holds. Let \((u^*, v^*) \in H^*\). Then, by Remark 3.1, \(v(P) = v(D^c)\) and there exists \(y^* \in Y^*\) satisfying (3.7). Thus, by Theorem 3.6, (3.28) holds, and so we need to verify only that the set on the left-hand side of (3.27) is contained in the set on the right-hand side. To do this, let \((0, r) \in \text{epi}(f_1 - f_2 + g_1 \ast A - g_2 \ast A)^r\). Then, by Lemma 3.4(i), \(v(P) \geq -r\). Hence, \(v(D^c) = v(P) \geq -r\) and \(y^* \in Y^*\) satisfies (3.35). This together with Lemma 3.4(iii) implies that \((0, r) \in K_C\) as \((u^*, v^*) \in H^*\) is arbitrary. Hence, \(\text{epi}(f_1 - f_2 + g_1 \ast A - g_2 \ast A)^r \cap \{0\} \times \mathbb{R} \subseteq K_C \cap \{0\} \times \mathbb{R}\), and this completes the proof of the implication \((ii) \Rightarrow (i)\). \(\Box\)

Theorem 3.8 below describes the relationship between the strong \(F\)-duality and the strong \(C\)-duality. Consider the condition

\[
K_C \cap \{0\} \times \mathbb{R} = K_L \cap \{0\} \times \mathbb{R},
\]

(3.42)
which, by (3.16), is clearly equivalent to the following one:

\[(3.43) \quad K_C \cap \{(0) \times \mathbb{R}\} \subseteq K_L \cap \{(0) \times \mathbb{R}\}.\]

**Theorem 3.8.** Suppose that the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((LSC)_0\). Then the following assertions are equivalent.

(i) The strong F-duality holds.

(ii) The strong C-duality and (3.42) hold.

**Proof.** Consider the problem \((P^4)\) and its Fenchel dual problem

\[
(D^4) \quad \sup_{y^* \in Y^*} \{-\tilde{f}^*(A^* y^*) - \tilde{g}^*(y^*)\},
\]

where \(\tilde{f} = f_1 - \text{cl} f_2\) and \(\tilde{g} = g_1 - \text{cl} g_2\) are defined by (3.17). Note by Lemma 2.3 (applied to \(f_1, \text{cl} f_2\) and \(g_1, \text{cl} g_2\) in place of \(f, g\), respectively) that

\[-\tilde{f}^*(A^* y^*) - \tilde{g}^*(y^*) = \inf_{(u^*, v^*) \in H^*} \{-f_1^*(u^* - A^* y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*)\}.
\]

Then, the dual problem \((D^4)\) coincides with \((D^F)\). Moreover, we have \(v(P) = v(P^4)\) by Proposition 3.5 (noting the \((LSC)_0\) holds as assumed). Hence, we have the chain of equivalences

\[(i) \iff \text{the strong Fenchel duality between } (P^4) \text{ and } (D^4) \iff \text{the } (FRC)_A \text{ for the family } (\tilde{f}, \tilde{g}; A) \iff (3.33) \iff K_F \cap \{(0) \times \mathbb{R}\} = K_L \cap \{(0) \times \mathbb{R}\},\]

where the second equivalence and the third one follow from Remark 3.3(d) while the last equivalence holds by (3.18) and (3.19). Moreover, by the assumed \((LSC)_0\), we see that (3.29) holds. Hence,

\[\text{the strong C-duality } \iff \text{the } (FRC) \iff K_C \cap \{(0) \times \mathbb{R}\} = K_F \cap \{(0) \times \mathbb{R}\},\]

where the first equivalence follows from Theorem 3.7 and the last equivalence holds by (3.29). Therefore, by (3.16),

\[(ii) \iff K_F \cap \{(0) \times \mathbb{R}\} = K_L \cap \{(0) \times \mathbb{R}\},\]

and the proof is complete. \(\square\)

**Remark 3.4.** The conclusion of Theorem 3.8 may not be true if the \((LSC)_0\) assumption is dropped; see Example 3.3.

The following example shows that the \((LSC)_0\) is not necessary for (i) and (ii) in Theorem 3.8 to be equivalent.

**Example 3.6.** Let \(X = Y = \mathbb{R}\), and let \(A\) be the identity. Define \(f_1, f_2, g_1, g_2: \mathbb{R} \to \mathbb{R}\) by \(f_1 = \delta_{(0)}, g_2 = 0,\)

\[
f_2(x) = \begin{cases} 0, & x < 0, \\ 1, & x = 0, \text{ and } g_1(x) = \begin{cases} 0, & x > 0, \\ +\infty, & x < 0. \end{cases} \end{cases}
\]
Then $f_1$, $f_2$, $g_1$, $g_2$ are proper convex functions. Since $f_1 - f_2 + g_1 - g_2 = \delta_{(0)}$, it follows that $v(P) = 0$. Clearly,

$$f_1^* = 0, \quad f_2^* = \delta_{[0,+\infty)}, \quad g_1^* = \delta_{(-\infty,0]}, \quad \text{and} \quad g_2^* = \delta_{[0]}.$$ 

Hence,

$$\text{dom } f_2^* = [0, +\infty), \quad \text{dom } g_2^* = \{0\}, \quad \text{and} \quad H^* = [0, +\infty) \times \{0\}.$$ 

Let $y^* \in \mathbb{R}$ and $(u^*, v^*) \in H^*$. Then

$$(3.44) \quad -f_1^*(u^* - y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) = -g_1^*(y^*).$$ 

Hence,

$$v(D^F) = \sup_{y^* \in \mathbb{R}} \inf_{(u^*, v^*) \in H^*} \{-f_1^*(u^* - y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*)\} = 0 = v(P),$$

and $y^* = 0$ is an optimal solution of $(D^F)$. Thus, by definition, the strong $F$-duality holds; that is, assertion (i) of Theorem 3.8 holds. Below we show that assertion (ii) of Theorem 3.8 holds too. For this purpose, we note by (3.44) that

$$v(D^C) = \inf_{(u^*, v^*) \in H^*} \sup_{y^* \in \mathbb{R}} \{-f_1^*(u^* - y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*)\} = 0 = v(P).$$

Hence, the weak $C$-duality holds. Thus, by Remark 3.2, the strong $C$-duality holds. Moreover, since $f_1 - \text{cl } f_2 = f_1$ and $g_1 - \text{cl } g_2 = g_1$, it follows that

$$\text{epi}(f_1 - \text{cl } f_2)^* = \text{epi } f_1^* = \mathbb{R} \times [0, +\infty)$$

and

$$\text{epi}(g_1 - \text{cl } g_2)^* = \text{epi } g_1^* = (-\infty, 0] \times [0, +\infty).$$

Hence,

$$K_C = \bigcap_{u^* \in [0, +\infty)} (\text{epi } f_1^* - (u^*, f_2^*(u^*))) + \text{epi } g_1^* = \mathbb{R} \times [0, +\infty),$$

and, applying (3.19), we get that

$$K_L = \text{epi}(f_1 - \text{cl } f_2)^* + \text{epi}(g_1 - \text{cl } g_2)^* = \mathbb{R} \times [0, +\infty).$$

Thus, $K_C = K_L$ and (3.42) holds. This means that assertion (ii) of Theorem 3.8 holds. However, since, for each $x \in \mathbb{R},$

$$f_1(x) - (\text{cl } f_2)(x) + g_1(x) - (\text{cl } g_2)(x) = \begin{cases} 1, & x = 0, \\ +\infty, & x \neq 0, \end{cases}$$

it follows that $v(P^L) = 1 \neq v(P)$, and so the $(LSC)_0$ does not hold by Proposition 3.5. The remainder of this section provides some equivalent conditions for the $(LSC)_0$ and the strong $C$-duality. For this purpose, we consider the following condition, which plays an important role in our study:
(3.45) \[ K_F \cap \{0\} \times \mathbb{R} = K_C \cap \{0\} \times \mathbb{R}. \]

Clearly, the strong C-duality together with the \((LSC)_0\) implies (3.45), while the converse is not true as shown by the following example.

**Example 3.7.** Let \( X = Y = \mathbb{R} \), and let \( A \) be the identity. Define \( f_1, f_2, g_1, g_2 : \mathbb{R} \to \overline{\mathbb{R}} \) by \( f_1 = g_1 = \delta_{[1, +\infty)} \),

\[
    f_2(x) = \begin{cases} 
        0, & x > 1, \\
        1, & x = 1, \\
        \infty, & x < 1,
    \end{cases} 
    \quad \text{and} \quad 
    g_2(x) = \begin{cases} 
        -2x, & x > 1, \\
        -1, & x = 1, \\
        \infty, & x < 1.
    \end{cases}
\]

Then \( f_1, f_2, g_1, \) and \( g_2 \) are proper convex functions. By definition, one calculates that, for each \( x^* \in \mathbb{R} \),

\[
    f_1^*(x^*) = f_2^*(x^*) = g_1^*(x^*) = \begin{cases} 
        x^*, & x^* \leq 0, \\
        \infty, & x^* > 0,
    \end{cases}
    \quad \text{and} \quad 
    g_2^*(x^*) = \begin{cases} 
        x^* + 2, & x^* \leq -2, \\
        \infty, & x^* > -2,
    \end{cases}
\]

\[(f_1 - f_2 + g_1 - g_2)^*(x^*) = \begin{cases} 
        x^*, & x^* \leq 2, \\
        \infty, & x^* > 2,
    \end{cases}
\]

and

\[(f_1 - \text{cl} f_2 + g_1 - \text{cl} g_2)^*(x^*) = \begin{cases} 
        x^* - 2, & x^* \leq 2, \\
        \infty, & x^* > 2.
    \end{cases}\]

Hence, \( H^* = (-\infty, 0] \times (-\infty, -2], \)

\[ \text{epi} f_1^* = \text{epi} g_1^* = \{(x, y) : x \leq 0, y \geq 1\}, \]

and

\[ \text{epi}(f_1 - f_2 + g_1 - g_2)^* = \{(x, y) \in \mathbb{R}^2 : x \leq 2, y \geq x\}. \]

Thus,

\[ K_C = \bigcap_{(u^*, v^*) \in H^*} (\text{epi} f_1^* - (u^*, u^*) + \text{epi} g_1^* - (v^*, v^* + 2)) = \{(x, y) \in \mathbb{R}^2 : x \leq 2, y \geq x - 2\}, \]

and, by (3.18),

\[ K_F = \text{epi}(f_1 - \text{cl} f_2 + g_1 - \text{cl} g_2)^* = \{(x, y) \in \mathbb{R}^2 : x \leq 2, y \geq x - 2\}. \]

Hence,

\[ K_F \cap \{0\} \times \mathbb{R} = K_C \cap \{0\} \times \mathbb{R} = \{0\} \times [-2, +\infty). \]

Noting that

\[ \text{epi}(f_1 - f_2 + g_1 - g_2)^* \cap \{0\} \times \mathbb{R} = \{0\} \times [0, +\infty), \]
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we see that

\[ \text{epi}(f_1 - f_2 + g_1 - g_2)^* \cap \{(0) \times \mathbb{R}\} \neq K_F \cap \{(0) \times \mathbb{R}\}. \]

This means that neither the \((LSC)_0\) nor the strong \(C\)-duality holds.

By definition of the \((LSC)_0\) and Theorem 3.7, we get the following proposition straightforwardly.

**Proposition 3.9.** Suppose that one of (3.45), the strong \(C\)-duality, or the \((LSC)_0\) holds. Then the other two are equivalent.

4. The condition \((CC)\) and stable strong dualities. Recall that \(X\) and \(Y\) are real locally convex Hausdorff topological vector spaces, \(A : X \to Y\) is a linear continuous operator, and \(f_1, f_2 : X \to \mathbb{R}^\circ\), \(g_1, g_2 : Y \to \mathbb{R}^\circ\) are proper convex functions such that \(f_1 - f_2\), \(g_1 - g_2\) are proper and \(\Omega \neq \emptyset\). Given \(p \in X^*\), we consider in this section the following DC optimization problem with a linear perturbation:

\[ \tag{4.1} (P_p) : \inf_{x \in X} \{ f_1(x) - f_2(x) + g_1(Ax) - g_2(Ax) - \langle p, x \rangle \}. \]

Then the corresponding dual problems are

\[ \tag{4.2} (D_p^F) : \sup_{y^* \in Y^*} \inf_{y \in \mathcal{Y}} \{ -f_1^*(p + u^* - A^*y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \} \]

and

\[ \tag{4.3} (D_p^C) : \inf_{(u^*, v^*) \in H^*} \sup_{y^* \in Y^*} \{ -f_1^*(p + u^* - A^*y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \}. \]

In particular, in the case when \(p = 0\), problem \((P_0)\) as well as its dual problems \((D_0^F)\) and \((D_0^C)\) are reduced to the problem \((P)\) and its dual problems \((D^F)\) and \((D^C)\), respectively.

Clearly, the following inequality holds:

\[ \tag{4.4} v(D_p^F) \leq v(D_p^C) \quad \text{for each } p \in X^*. \]

Following [24], [25], we say that the stable weak \(F\)-duality (resp., the stable weak \(C\)-duality) holds if the weak \(F\)-duality (resp., the weak \(C\)-duality) between \((P_p)\) and \((D_p^F)\) (resp., \((D_p^C)\)) holds for each \(p \in X^*\), and that the stable strong \(F\)-duality (resp., the stable strong \(C\)-duality) holds if the strong \(F\)-duality (resp., the strong \(C\)-duality) between \((P_p)\) and \((D_p^F)\) (resp., \((D_p^C)\)) holds for each \(p \in X^*\).

This section is devoted to the study of the stable strong dualities. For this purpose, we introduce the following regularity conditions.

**Definition 4.1.** The family \((f_1, f_2, g_1, g_2; A)\) is said to satisfy

(a) the closure condition \(((CC))\) if

\[ \tag{4.5} \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* = K_C; \]

(b) the semi-\((CC)\) \(((SCC))\) if

\[ \tag{4.6} \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \supseteq K_C; \]

(c) the lower semicontinuous closure \(((LSC))\) if

\[ \tag{4.7} \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* = K_F. \]
Remark 4.1.

(a) By (3.16), the \((LSC)\) implies the \((SCC)\), while the inverse implication is not true. For example, let \(f_1, f_2, g_1, g_2, \) and \(A\) be defined by Example 3.6. Then \(\text{epi}(f_1 - f_2 + g_1 - g_2)^* = K_C = \mathbb{R} \times [0, +\infty)\). Thus, the \((SCC)\) holds, but the \((LSC)\) does not hold as shown in Example 3.6.

(b) By (3.18), if \(f_2\) and \(g_2\) are lsc, then the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((LSC)\) and therefore the \((SCC)\).

(c) By (3.30) and (3.18), one sees that (4.7) can be equivalently replaced by

\[
\text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \supseteq K_F.
\]

(d) Recall from [25, Definition 3.1] that the triple \((\tilde{f}, \tilde{g}; A)\) satisfies the \((CC)_A\) if

\[
\text{epi}(\tilde{f} + \tilde{g} \cdot A)^* = \text{epi} \tilde{f}^* + (A^* \times \text{Id}_Y)(\text{epi} \tilde{g}^*).
\]

Let \(\tilde{f}\) and \(\tilde{g}\) be defined by (3.17), and suppose that the \((LSC)\) holds. Then (4.7) holds, and we have from (3.18) that

\[
\text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* = \text{epi}(\tilde{f} + \tilde{g} \cdot A)^*.
\]

This together with (3.16) and (3.19) shows that the \((CC)_A\) for the triple \((\tilde{f}, \tilde{g}; A)\) implies the \((CC)\) for the family \((f_1, f_2, g_1, g_2; A)\) if the \((LSC)\) holds.

(e) By (2.7) and (3.18), if

\[
\text{cl}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A) = \text{cl}(f_1 - \text{cl} f_2 + g_1 \cdot A - (\text{cl} g_2) \cdot A),
\]

then the \((LSC)\) holds. The converse is not true, in general, as will be shown by Example 4.1 below.

Example 4.1. Let \(X = Y = \mathbb{R}\), and let \(A\) be the identity. Define \(f_1, f_2, g_1, g_2: \mathbb{R} \to \tilde{\mathbb{R}}\) by \(f_1 := \delta_{(-\infty, 2)}, g_1 := \delta_{[1, +\infty)}\),

\[
f_2(x) := \begin{cases} -\frac{1}{x^2}, & x < 2, \\ +\infty, & x \geq 2,
\end{cases}
\]

and \(g_2(x) := \begin{cases} -2x, & x > 1, \\ -1, & x = 1, \\ +\infty, & x < 1.
\end{cases}\)

Then \(f_1, f_2, g_1, g_2\) are proper convex functions and

\[
f_2 = \text{cl} f_2 \quad \text{and} \quad \text{cl}(g_2)(x) = \begin{cases} -2x, & x \geq 1, \\ +\infty, & x < 1.
\end{cases}
\]

Hence,

\[
(f_1 - f_2 + g_1 - g_2)(x) = \begin{cases} 2x + \frac{1}{x^2}, & 1 < x < 2, \\ 0, & x = 1, \\ +\infty, & x \geq 2 \text{ or } x < 1,
\end{cases}
\]

and

\[
(f_1 - \text{cl} f_2 + g_1 - \text{cl} g_2)(x) = \begin{cases} 2x + \frac{1}{x^2}, & 1 \leq x < 2, \\ +\infty, & x \geq 2 \text{ or } x < 1.
\end{cases}
\]

It follows that
it follows from (3.18) that (4.7) holds. However, \(\text{epi}(f_1 - f_2 + g_1 - g_2) = 0\) by definitions, and the proof is complete.

Hence, we have that $\text{cl}(f_1 - f_2 + g_1 - g_2)$ is the set defined as

$$\text{cl}(f_1 - f_2 + g_1 - g_2)(x) = \begin{cases} -\infty, & x = 2, \\ 2x + \frac{1}{x^2}, & 1 < x < 2, \\ 0, & x = 1, \\ +\infty, & x > 2 \text{ or } x < 1, \end{cases}$$

and

$$\text{cl}(f_1 - \text{cl} f_2 + g_1 - \text{cl} g_2)(x) = \begin{cases} -\infty, & x = 2, \\ 2x + \frac{1}{x^2}, & 1 < x < 2, \\ +\infty, & x > 2 \text{ or } x < 1. \end{cases}$$

This implies that $\text{epi}(f_1 - f_2 + g_1 - g_2)^* = \text{epi}(f_1 - \text{cl} f_2 + g_1 - \text{cl} g_2)^* = \emptyset$. Hence, it follows from (3.18) that (4.7) holds. However, $\text{cl}(f_1 - f_2 + g_1 - g_2) \neq \text{cl}(f_1 - \text{cl} f_2 + g_1 - \text{cl} g_2)$.

The following proposition describes the relationship between the (CC) (resp., the (SCC) and the (LSC)) and the (FRC) (resp., the (SFRC) and the (LSC)).

**Proposition 4.2.** The family \((f_1, f_2, g_1, g_2; A)\) satisfies the (CC) (resp., the (SCC) and the (LSC)) if and only if for each $p \in X^*$, \((f_1 - p, f_2, g_1, g_2; A)\) satisfies the (FRC) (resp., the (SFRC) and the (LSC)).

**Proof.** Let $p \in X^*$, and let $K_F(p)$ and $K_C(p)$ be the sets defined, respectively, by

$$K_F(p) := \bigcap_{(u^*, v^*) \in H^*} (\text{epi}(f_1 - p + g_1 \cdot A)^* - (u^*, f_2^*(u^*)) - (A^* v^*, g_2^*(v^*))$$

and

$$K_C(p) := \bigcap_{(u^*, v^*) \in H^*} (\text{epi}(f_1 - p)^* + (A^* \text{ Id}_R)(\text{epi} g_1^*) - (u^*, f_2^*(u^*)) - (A^* v^*, g_2^*(v^*))).$$

Then, by (2.17), the following equalities are clear:

$$K_F(p) = K_F + (-p, 0) \quad \text{and} \quad K_C(p) = K_C + (-p, 0).$$

Hence, we have that

$$K_F(p) \cap \{0\} \times \mathbb{R} = K_F \cap \{0\} \times \mathbb{R} + (-p, 0)$$

and

$$K_C(p) \cap \{0\} \times \mathbb{R} = K_C \cap \{0\} \times \mathbb{R} + (-p, 0).$$

Moreover, using (2.17), we conclude that

$$\text{epi}(f_1 - p - f_2 + g_1 \cdot A - g_2 \cdot A)^* \cap \{0\} \times \mathbb{R} = \text{epi}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)^* \cap \{p\} \times \mathbb{R} + (-p, 0).$$

Thus, the conclusion holds by definitions, and the proof is complete. \(\square\)

By Theorems 3.6 and 3.7 and Proposition 4.2, we get the following theorems straightforwardly.
Theorem 4.3. The inequalities
\begin{equation}
\nu(D^p_P) \leq \nu(D^c_P) \leq \nu(P_p)
\end{equation}
hold if and only if the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((SCC)\).

Theorem 4.4. The family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((C)\) if and only if the stable strong \(C\)-duality holds.

For the following theorem on the relationship between the stable strong \(F\)-duality and the stable strong \(C\)-duality, we consider the set \(K_L(p)\) for any \(p \in X^\ast\), defined by

\[
K_L(p) := \bigcap_{u^* \in \text{dom} f_2^*} (\text{epi}(f_1 - p)^\ast - (u^*, f_2^*(u^*)) + \bigcap_{v^* \in \text{dom} g_2^*} ((A^* \times \text{Id}_\mathbb{R})(\text{epi}g_1^*) - (A^*v^*, g_2^*(v^*)�)).
\]

Then, by (2.17), we have that \(K_L(p) = K_L + (-p, 0)\); hence,

\[
K_L(p) \cap (\{0\} \times \mathbb{R}) = K_L \cap (\{p\} \times \mathbb{R}) + (-p, 0) \quad \text{for each} \ p \in X^\ast.
\]

This together with (4.12) in the proof of Proposition 4.2 implies that \(K_L = K_C\) holds if and only if the condition (3.42) holds with \(f_1 - p\) in place of \(f_1\) for each \(p \in X^\ast\). Thus, by Theorem 3.8 and Proposition 4.2, we get the following theorem directly.

Theorem 4.5. Suppose that the family \((f_1, f_2, g_1, g_2; A)\) satisfies the \((LSC)\). Then the following statements are equivalent:

(i) The stable strong \(F\)-duality holds.

(ii) The stable strong \(C\)-duality and \(K_L = K_C\) hold.

The result below follows directly from the definition of the \((LSC)\) and Theorem 4.4.

Proposition 4.6. Suppose that one of the conditions \(K_F = K_C\), the stable \(C\)-duality, or the \((LSC)\) holds. Then the other two are equivalent.

5. The Moreau–Rockafellar formula and total dualities. Recall that the problem \((P_p)\) and the corresponding dual problem \((D^c_P)\) are defined by (4.1) and (4.3), respectively. For each \(p \in X^\ast\), we use \(S_p(p)\) to denote the optimal solution set of \((P_p)\). In particular, we write \(S_p\) for \(S_p(0)\), the optimal solution set of the problem \((P)\). This section is devoted to the study of characterizing the total dualities. Unlike the convex case, the cases for DC optimization problems are more complicated. We begin with the following definition.

Definition 5.1. Let \(X_0\) be a subset of \(X\). Between the problems \((P)\) and \((D^c_P)\), we say that

(i) the \(X_0\)-total \(C\)-duality holds if the strong \(C\)-duality holds provided that \(S_p \cap X_0 \neq \emptyset\);

(ii) the stable \(X_0\)-total \(C\)-duality holds if, for each \(p \in X^\ast\), the strong \(C\)-duality holds between \((P_p)\) and \((D^c_p)\) provided that \(S_p(p) \cap X_0 \neq \emptyset\).

In particular, in the case when \(X_0 = X\), the \(X_0\)-total \(C\)-duality and the stable \(X_0\)-total \(C\)-duality are called the total \(C\)-duality and the stable total \(C\)-duality, respectively.

Let \(x \in X\), and set

\[
\partial H(x) := \partial f_2(x) \times \partial g_2(Ax).
\]

Let \(\Omega_0 := \text{dom}(\partial H)\), the set of all points \(x \in X\) such that \(\partial H(x) \neq \emptyset\).
LEMMA 5.2. Suppose that $S_p \cap \Omega_0 \neq \emptyset$. Then the family $(f_1, f_2, g_1, g_2; A)$ satisfies the $(LSC)_0$.

Proof. Let $x_0 \in S_p \cap \Omega_0$. Then

$$v(P) = f_1(x_0) - f_2(x_0) + g_1(Ax_0) - g_2(Ax_0).$$

Since $x_0 \in \Omega_0$, it follows from [35, Theorem 2.4.1] that $f_2$ is lsc at $x_0$ and $g_2$ is lsc at $Ax_0$. Then for each $x \in X$,

$$f_1(x_0) - (\cl f_2)(x_0) + g_1(Ax_0) - (\cl g_2)(Ax_0) = f_1(x_0) - f_2(x_0) + g_1(Ax_0) - g_2(Ax_0) \leq f_1(x) - f_2(x) + g_1(Ax) - g_2(Ax) \leq f_1(x) - (\cl f_2)(x) + g_1(Ax) - (\cl g_2)(Ax).$$

This implies that $v(P) = v(P^c)$. Hence, by Proposition 3.5, the $(LSC)_0$ holds. □

Remark 5.1. If $p \in X^*$ satisfies $S_p(p) \cap \Omega_0 \neq \emptyset$, then $v(D_p^c) \leq v(P_p)$. In fact, by Lemma 5.2, the family $(f_1 - p, f_2, g_1, g_2; A)$ satisfies the $(LSC)_0$ if $S_p(p) \cap \Omega_0 \neq \emptyset$. Hence, applying Remark 3.3 and Theorem 3.6 to $f_1(\cdot) - \langle p, \cdot \rangle$ in place of $f_1(\cdot)$, we have the desired result.

Below we will make use of the subdifferential $\partial h(x)$ for a general proper function (not necessarily convex) $h: X \to \overline{R}$; see (2.3). Clearly, the following equivalence holds:

$$x_0 \text{ is a minimizer of } h \text{ if and only if } 0 \in \partial h(x_0).$$

The following proposition provides an estimate for the subdifferential of the DC function $f_1 - f_2 + g_1 \cdot A - g_2 \cdot A$ in terms of the subdifferentials of the convex functions involved. Following [35, page 2], we adapt the convention that $\bigcap_{i \in S_i} S_i = X$.

PROPOSITION 5.3. Let $x_0 \in \Omega_0$. Then

$$\partial(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)(x_0) \subseteq \bigcap_{(u', v') \in \partial h(x_0)} (\partial(f_1 + g_1 \cdot A)(x_0) - u' - A^* v').$$

If additionally $x_0 \in \Omega_0$ and the $(LSC)$ holds, then

$$\bigcap_{(u', v') \in \partial h}(\partial(f_1 + g_1 \cdot A)(x_0) - u' - A^* v') \subseteq \partial(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)(x_0).$$

Proof. We first recall from [30] or [29, page 90] that the Fréchet subdifferential of $\phi$ at a point $x_0 \in \text{dom } \phi$ with $|\phi(x_0)| < \infty$ is defined by

$$\hat{\partial} \phi(x_0) := \left\{ x' \in X^* : \lim_{x \to x_0} \inf_{x \to x_0} \frac{\phi(x) - \phi(x_0) - (x', x - x_0)}{||x - x_0||} \geq 0 \right\},$$

where $\phi: X \to \overline{R} \cup \{-\infty, \infty\}$ is an extended real valued function, and the related fact (cf. [30, Theorem 3.1]),

$$\hat{\partial}(\phi_1 - \phi_2)(x_0) \subseteq \bigcap_{u' \in \partial \phi_1(x_0)} (\partial \phi_2)(x_0) - u',$$

where $\phi_1, \phi_2$ are two proper convex functions. Clearly, $\partial \phi(x_0) \subseteq \hat{\partial} \phi(x_0)$ for each $x_0 \in \text{dom } \phi$ with $|\phi(x_0)| < \infty$. Let $p \in \partial(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)(x_0)$. Then
Taking the infimum over \((cf \ [7, \text{Theorem 3.1}])\), we conclude that
\[
\partial f_2(x_0) + A^* \partial g_2(Ax_0) \subseteq \partial (f_2 + g_2 \cdot A)(x_0)
\]

(cf \[7, \text{Theorem 3.1}\]), we conclude that
\[
\hat{\partial}(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)(x_0) \subseteq \bigcap_{u^* \in \hat{\partial}(f_2 + g_2 \cdot A)(x_0)} (\partial(f_1 + g_1 \cdot A)(x_0) - u^*)
\]
\[
\subseteq \bigcap_{(u^*, v^*) \in \partial H(x_0)} \partial(f_1 + g_1 \cdot A)(x_0) - u^* - A^* v^*.
\]

This together with (5.6) implies that \(p \in \bigcap_{(u^*, v^*) \in \partial H(x_0)} \partial(f_1 + g_1 \cdot A)(x_0) - u^* - A^* v^*\). Hence, (5.3) is seen to hold.

Suppose that \(x_0 \in \Omega_0\) and the \((LSC)\) holds. Let \(p \in \bigcap_{(u^*, v^*) \in H^*} \partial(f_1 + g_1 \cdot A)(x_0) - u^* - A^* v^*\). Then \(0 \in \partial (f_1 + g_1 \cdot A)(x_0) - p - u^* - A^* v^*\) for each \((u^*, v^*) \in H^*\). Let \(x \in X\). Then for each \((u^*, v^*) \in H^*\),
\[
f_1(x_0) + g_1(Ax_0) - \langle p + u^* + A^* v^*, x_0 \rangle \leq f_1(x) + g_1(Ax) - \langle p + u^* + A^* v^*, x \rangle;
\]

hence,
\[
f_1(x_0) + g_1(Ax_0) - \langle p, x_0 \rangle - \langle u^*, x_0 \rangle - f_2(u^*) \leq f_1(x) + g_1(Ax) - \langle p, x \rangle - \langle u^*, x \rangle - f_2(u^*)
\]
\[
\leq f_1(x) + g_1(Ax) - \langle p, x \rangle - \langle u^*, x \rangle - f_2(u^*) - (A^* v^*, x) - g_2(v^*).
\]

Taking the infimum over \(H^*\), we get that
\[
f_1(x_0) - (\cl f_2)(x_0) + g_1(Ax_0) - (\cl g_2)(Ax_0) - \langle p, x_0 \rangle \leq f_1(x) - (\cl f_2)(x) + g_1(Ax) - (\cl g_2)(Ax) - \langle p, x \rangle.
\]

Since \(x_0 \in \Omega_0\), it follows that \((\cl f_2)(x_0) = f_2(x_0)\) and \((\cl g_2)(Ax_0) = g_2(Ax_0)\). Thus, by (5.7), we have that
\[
v(P_p^1) = f_1(x_0) - f_2(x_0) + g_1(Ax_0) - g_2(Ax_0) - \langle p, x_0 \rangle.
\]

Moreover, by Proposition 3.5 (applied to \(f_1(\cdot) - \langle p, \cdot \rangle\) in place of \(f_1(\cdot)\)), the \((LSC)\) implies \(v(P_p^1) = v(P_p)\). This together with (5.8) implies that \(x_0 \in S_p(p)\). Hence, \(p \in \partial(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)(x_0)\) by (5.2) and the inclusion (5.4) is proved. \(\square\)

In the following definition, we extend the Moreau–Rockafellar formula (MRF in brief) to DC functions.

**Definition 5.4.** Let \(x_0 \in X\). The family \((f_1, f_2, g_1, g_2; A)\) is said to satisfy
(a) the quasi MRF at \(x_0\) if
\[
\partial (f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)(x_0) \subseteq \bigcap_{(u^*, v^*) \in \partial H(x_0)} \partial (f_1 + g_1 \cdot A)(x_0) - u^* + A^* g_1(Ax_0) - A^* v^*;
\]

(b) the MRF at \(x_0\) if
Consequently, there exist
\[
\partial(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)(x_0)
\]
\[
\subseteq \bigcap_{(u', v') \in H^*} (\partial f_1(x_0) - u^* + A^* \partial g_1(Ax_0) - A^* v^*);
\]
(c) the strong MRF at \(x_0\) if \(\partial H(x_0) = \emptyset\) or
\[
\bigcap_{(u', v') \in \partial H(x_0)} (\partial f_1 + g_1 \cdot A)(x_0) - u^* - A^* v^*)
\]
\[
\subseteq \bigcap_{(u', v') \in H^*} (\partial f_1(x_0) - u^* + A^* \partial g_1(Ax_0) - A^* v^*).
\]

We say that the family \((f_1, f_2, g_1, g_2; A)\) satisfies the quasi MRF (resp., the MRF and the strong MRF) if it satisfies the quasi MRF (resp., the MRF and the strong MRF) at each point \(x_0 \in \Omega\).

**Remark 5.2.**
(a) The following implications hold at \(x_0 \in \Omega\):

the strong MRF \(\Rightarrow\) the quasi MRF and the MRF \(\Rightarrow\) the quasi MRF.

If \(x_0 \in \Omega_0\), then, by Proposition 5.3, the following implications hold at \(x_0\):

the strong MRF \(\Rightarrow\) the MRF \(\Rightarrow\) the quasi MRF.

(b) In the special case when \(f_2 = g_2 = 0\), the quasi MRF, the MRF, and the strong MRF are reduced to the MRF for the triple \((f_1, g_1; A)\) introduced in [31] (see also [25]).

For our main theorems in this section, the following lemma is helpful.

**Lemma 5.5.** Let \(x_0 \in X\), and let \(p \in X^*\) be such that \(x_0 \in S_p(p)\) and
\[
p \in \bigcap_{(u', v') \in H^*} (\partial f_1(x_0) - u^* + A^* \partial g_1(Ax_0) - A^* v^*).
\]

Then \(v(D_p^C) \geq v(P_p)\) and for each \((u', v') \in H^*\), there exists \(y^* \in Y^*\) satisfying
\[
-f_1^*(p + u - A^* y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \geq v(P_p).
\]

**Proof.** Take \((u^*, v^*) \in H^*\). Then
\[
p \in \partial f_1(x_0) - u^* + A^* \partial g_1(Ax_0) - A^* v^*.
\]
Consequently, there exist \(y_1^* \in \partial f_1(x_0)\) and \(y_2^* \in \partial g_1(Ax_0)\) such that
\[
p = y_1^* - u^* + A^* (y_2^* - v^*).
\]
By the Young equality (2.5),
\[
\langle y_1^*, x_0 \rangle = f_1^*(y_1^*) + f_1(x_0), \quad \langle y_2^*, Ax_0 \rangle = g_1^*(y_2^*) + g_1(Ax_0),
\]
and by the Young–Fenchel inequality (2.4),
\[
\langle u^*, x_0 \rangle \leq f_2^*(u^*) + f_2(x_0), \quad \langle v^*, Ax_0 \rangle \leq g_2^*(v^*) + g_2(Ax_0).
\]
Thus, combining (5.14)–(5.16), we have
$$-f_1(p + u^*-A^*(y_2^*-v^*))+f_2^*(u^*)-g_1^*(y_2^*)+g_2^*(v^*)$$

$$=-f_1^*(y_2^*)+f_2(u^*)-g_1^*(y_2^*)+g_2^*(v^*)$$

$$\geq -(y_1, x_0)+f_1(x_0)+(u^*, x_0)-f_2(x_0)-(y_2^*, Ax_0)$$

$$+g_1(Ax_0)+(v^*, Ax_0)-g_2(Ax_0)$$

$$= f_1(x_0)-f_2(x_0)+g_1(Ax_0)-g_2(Ax_0)-(y_1^*-u^*-A^*(y_2^*-v^*), x_0)$$

$$= f_1(x_0)-f_2(x_0)+g_1(Ax_0)-g_2(Ax_0)-(p, x_0).$$

Since $x_0 \in S_P(p)$, it follows that

$$-f_1(p + u^*-A^*(y_2^*-v^*))+f_2^*(u^*)-g_1^*(y_2^*)+g_2^*(v^*) \geq v(P_p).$$

This together with the definition of $(D_p^C)$ implies that $v(D_p^C) \geq v(P_p)$ and (5.13) holds with $y^* = y_2^*-v^*$. The proof is complete.  \(\Box\)

**Theorem 5.6.** Suppose that the family $(f_1, f_2, g_1, g_2; A)$ satisfies the strong MRF. Then the stable $\Omega_0$-total C-duality holds.

**Proof.** By Remark 3.1, we need to show only that for each $p \in X$ satisfying $S_P(p) \cap \Omega_0 \neq \emptyset$, $v(P_p) = v(D_p^C)$ holds and for each $(u^*, v^*) \in H^*$, there exists $y^* \in Y^*$ such that (5.13) holds. To do this, suppose that $p \in X$ satisfies $S_P(p) \cap \Omega_0 \neq \emptyset$. Then $p \in \partial(f_1 - f_2 + g_1 \ast A - g_2 \ast A)(x_0)$ by (5.2). This and (5.3) imply that $p \in \bigcap_{x \neq x_0} \partial(f_1 + g_1 \ast A)(x_0) - u^*-A^*(v^*)$. Hence (5.12) holds by the assumed strong MRF. Now Lemma 5.5 is applied to get that $v(D_p^C) \geq v(P_p)$ and for each $(u^*, v^*) \in H^*$ there exists $y^* \in Y^*$ satisfying (5.13). Moreover, we have that $v(D_p^C) \leq v(P_p)$ by Remark 5.1. Therefore, $v(D_p^C) = v(P_p)$. Thus, the stable $\Omega_0$-total C-duality holds and the proof is complete.  \(\Box\)

The following example shows that the $\Omega_0$-total dualities in the conclusion of Theorem 5.6 cannot be replaced by the total dualities.

**Example 5.1.** Let $X = Y = \mathbb{R}$ and $A$ be the identity. Define $f_1, f_2, g_1, g_2: \mathbb{R} \to \mathbb{R}$, respectively, by

$$f_1 := \delta_{[-1,1]}, \quad f_2(x) := \begin{cases} -\sqrt{1-x^2}, & |x| \leq 1, \\ +\infty, & |x| > 1, \end{cases}$$

$$g_1(x) := \begin{cases} 0, & x > 1, \\ 2, & x = 1, \end{cases} \quad \text{and} \quad g_2(x) := \begin{cases} 0, & x > 1, \\ 1, & x = 1, \\ +\infty, & x < 1, \end{cases}$$

Then $f_1, f_2, g_1,$ and $g_2$ are proper convex functions and

$$\partial f_2(x) = \begin{cases} \frac{x}{\sqrt{1-x^2}}, & |x| < 1, \\ \emptyset, & |x| \geq 1, \end{cases} \quad \text{and} \quad \partial g_2(x) = \begin{cases} \{0\}, & x > 1, \\ \emptyset, & x \leq 1. \end{cases}$$

Hence, $\Omega_0 = \emptyset$, and so the strong MRF holds. Below we show that the total C-duality does not hold. It is easy to see that

$$v(P) = f_1(1) - f_2(1) + g_1(1) - g_2(1) = 1.$$  

Then $1 \in S_P$. Moreover, for each $x^* \in \mathbb{R}$,
\[ f_1^*(x^*) = \begin{cases} x^*, & x^* \geq 0, \\ -x^*, & x^* < 0, \end{cases} \quad f_2^*(x^*) = \sqrt{1 + x^2}, \]

and

\[ g_1^*(x^*) = g_2^*(x^*) = \begin{cases} x^*, & x^* \leq 0, \\ +\infty, & x^* > 0. \end{cases} \]

Then \( \text{dom} \ f_2^* = \mathbb{R}, \ \text{dom} \ g_2^* = (-\infty, 0], \) and \( H^* = \mathbb{R} \times (-\infty, 0]. \) Let \( \Phi : H^* \times \mathbb{R} \rightarrow \mathbb{R} \cup \{ \pm \infty \} \) be defined by

\[ \Phi(u^*, v^*; y^*) := -f_1^*(u^* - y^*) + f_2^*(u^*) - g_1^*(v^* + y^*) + g_2^*(v^*) \]

for each \( (u^*, v^*, y^*) \in H^* \times \mathbb{R}. \) Then, for each \( (u^*, v^*, y^*) \in H^* \times \mathbb{R}, \)

\[ \Phi(u^*, v^*; y^*) = \begin{cases} u^* + \sqrt{1 + u'^2} - 2y^*, & u^* \leq y^* \leq -v^* \\ \sqrt{1 + u'^2} - u^*, & y^* \leq -v^*, \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ y^* < u^*, \\ -\infty, & y^* > -v^*; \end{cases} \]

hence,

\[ \sup_{y^* \in \mathbb{R}} \Phi(u^*, v^*; y^*) = \sqrt{1 + u'^2} - u^* \]

and

\[ v(D^C) = \inf_{(u^*, v^*) \in H^*} \sup_{y^* \in \mathbb{R}} \Phi(u^*, v^*; y^*) = 0 < 1 = v(P). \]

This means that the total \( C \)-duality does not hold.

The following theorem provides a partial converse of Theorem 5.6.

**Theorem 5.7.** Suppose that the stable \( \Omega_0 \)-total \( C \)-duality holds. Then the family \((f_1, f_2, g_1, g_2; A)\) satisfies the quasi MRF.

**Proof.** Let \( x_0 \in \Omega. \) Obviously, if \( x_0 \notin \Omega_0, \) then \( \partial H(x_0) = \emptyset \) and (5.9) holds trivially as

\[ \bigcap_{(u^*, v^*) \in \Omega_0} (\partial f_1(x_0) - u^* + A^* g_1(Ax_0) - A^* v^*) = X^*. \]

Below we assume that \( x_0 \in \Omega_0 \) and let \( p \in \partial(f_1 - f_2 + g_1 \cdot A - g_2 \cdot A)(x_0). \) Then, by (5.2), we have that \( x_0 \in S_p(p). \) Let \( (u^*, v^*) \in \partial H(x_0). \) By the assumed stable \( \Omega_0 \)-total \( C \)-duality and Remark 3.1, there exists \( y^* \in Y^* \) satisfying

\[ -f_1^*(p + u^* - A^* y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \geq v(D_p^C) = v(P_p). \]

Noting that \( x_0 \in S_p(p), \) we have

\[ -f_1^*(p + u^* - A^* y^*) + f_2^*(u^*) - g_1^*(y^* + v^*) + g_2^*(v^*) \geq f_1(x_0) - f_2(x_0) + g_1(Ax_0) - g_2(Ax_0) - \langle p, x_0 \rangle. \]

Then
\[
\begin{align*}
[f_1'(p + u' - A'y') + f_1(x_0) - \langle p + u' - A'y', x_0 \rangle] \\
+ [g_1'(y' + v') + g_1(Ax_0) - \langle y' + v', Ax_0 \rangle]
\leq [f_2'(u') + f_2(x_0) - \langle u', x_0 \rangle] + [g_2'(v') + g_2(Ax_0) - \langle v', Ax_0 \rangle].
\end{align*}
\]

(5.17)

By the Young–Fenchel inequality (2.4), we have

\[
(f_1'(p + u' - A'y') + f_1(x_0) - \langle p + u' - A'y', x_0 \rangle) \geq 0
\]

(5.18)

and

\[
g_1'(y' + v') + g_1(Ax_0) - \langle y' + v', Ax_0 \rangle \geq 0.
\]

(5.19)

Therefore,

\[
0 \leq [f_1'(p + u' - A'y') + f_1(x_0) - \langle p + u' - A'y', x_0 \rangle] \\
+ [g_1'(y' + v') + g_1(Ax_0) - \langle y' + v', Ax_0 \rangle]
\leq [f_2'(u') + f_2(x_0) - \langle u', x_0 \rangle] + [g_2'(v') + g_2(Ax_0) - \langle v', Ax_0 \rangle]
\]

(5.20)

\[= 0,
\]

where the first inequality holds by (5.18) and (5.19), the second inequality holds because of (5.19), while the last equality holds by the Young equality (2.5) (noting that \(u' \in \partial f_2(x_0)\) and \(v' \in \partial g_2(Ax_0)\)). Combining (5.18)–(5.20), we get that

\[
f_1'(p + u' - A'y') + f_1(x_0) - \langle p + u' - A'y', x_0 \rangle = 0
\]

and

\[
g_1'(y' + v') + g_1(Ax_0) - \langle y' + v', Ax_0 \rangle = 0.
\]

Hence, \(p + u' - A'y' \in \partial f(x_0)\) and \(y' + v' \in \partial g_1(Ax_0)\) thanks to the Young equality (2.5). Consequently, \(p + u' + A'v' = p + u' - A'y' + A'(y' + v') \in \partial f(x_0) + A'\partial g_1(Ax_0)\).

hence, \(p \in \partial f(x_0) - u' + A'\partial g_1(Ax_0) - A'v'\). This means that

\[
p \in \left(\bigcap_{(u', v') \in \partial H(x_0)} (\partial f_1(x_0) - u' + A'\partial g_1(Ax_0) - A'v') \right)
\]

as \((u', v') \in \partial H(x_0)\) is arbitrary. Then, (5.9) is proved, and the proof is complete.

Theorems 5.8 and 5.9 below provide sufficient conditions ensuring the total dualities and the stable total dualities.

**Theorem 5.8.** Suppose that the family \((f_1, f_2, g_1, g_2; A)\) satisfies both the (SFRC) and the MRF. Then the total C-duality holds.

**Proof.** Suppose that \(S_p \neq \emptyset\), and let \(x_0 \in S_p\). Then \(0 \in \partial(f_1 - f_2 + g_1 \circ A - f_2 \cdot A)(x_0)\), and (5.12) holds by the assumed MRF. Thus, Lemma 5.5 is applied to get that \(v(P) \leq v(D^C)\) and for each \((u', v') \in H^*\) there exists \(y^* \in Y^*\) such that (5.13) holds. Moreover, \(v(P) \geq v(D^C)\) by Theorem 3.6 because of the assumed (SFRC). Hence, \(v(P) = v(D^C)\) and for each \((u', v') \in H^*\) there exists \(y^* \in Y^*\) such that (3.7) holds; that is, the strong C-duality holds, thanks to Remark 3.1. This proves the total C-duality and completes the proof. \(\square\)
By Theorem 5.8, the following theorem is direct.

**Theorem 5.9.** Suppose that the family $(f_1, f_2, g_1, g_2; A)$ satisfies both the (SCC) and the MRF. Then the stable total C-duality holds.

In the case when $f_2 = g_2 = 0$, by Theorems 5.6 and 5.7, we have the following corollary, which was given in [25, Theorem 5.2].

**Corollary 5.10.** The family $(f_1, g_1; A)$ satisfies the MRF if and only if for each $p \in X^*$ satisfying $S_p(p) \neq \emptyset$, the following formula holds:

$$\min_{x \in X} \{f_1(x) + g_1(Ax) - \langle p, x \rangle\} = \max_{y \in Y} \{-f_1^*(p - A^*y) - g_1^*(y)\}.$$ 
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