Characterizing chaotic dynamics from simulations of large strain behavior of a granular material under biaxial compression
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For a given observed time series, it is still a rather difficult problem to provide a useful and compelling description of the underlying dynamics. The approach we take here, and the general philosophy adopted elsewhere, is to reconstruct the (assumed) attractor from the observed time series. From this attractor, we then use a black-box modelling algorithm to estimate the underlying evolution operator. We assume that what cannot be modeled by this algorithm is best treated as a combination of dynamic and observational noise. As a final step, we apply an ensemble of techniques to quantify the dynamics described in each model and show that certain types of dynamics provide a better match to the original data. Using this approach, we not only build a model but also verify the performance of that model. The methodology is applied to simulations of a granular assembly under compression. In particular, we choose a single time series recording of bulk measurements of the stress ratio in a biaxial compression test of a densely packed granular assembly—observed during the large strain or so-called critical state regime in the presence of a fully developed shear band. We show that the observed behavior may best be modeled by structures capable of exhibiting (hyper-)chaotic dynamics.

I. INTRODUCTION

When an initially dense two-dimensional sample of granular material is biaxially compressed under a constant confining pressure, the load-carrying capacity of the sample, as measured by the macroscopic stress ratio \(\frac{\sigma_1}{\sigma_2} \), reaches a near steady-state condition in the large strain regime. The dynamics of this system at this limit are the focus of the present paper—and of significant interest within the soil mechanics literature. Understanding the dynamical response of the granular structure in this regime is crucial for prediction and control in many industrial and geophysical systems. Our analysis indicates that the dynamics of this system in the presence of a fully developed shear band are consistent with a form of transient chaos—characterized by a bistable system which switches between two chaotic regimes, one with large slow oscillations and one with smaller and faster dynamics.
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intense shear, measuring around ten particle diameters in thickness. Processes inside shear bands are highly dissipative and marked by the birth-death dynamics of force chains. This is in distinct contrast to the essentially elastic loading/unloading cycles observed from the undeforming regions outside, wherein grains move together in almost rigid body motion. The extreme prevalence of shear bands, as a mode of failure in many forms of granular materials, mean that a proper understanding of processes inside shear bands, and associated phenomena such as the aforementioned stick-slip behavior, is crucial for the prediction and control of many industrial, civil engineering, and geophysical processes. Indeed, so important are shear band dynamics to experimental observations and explanations of critical state behavior that Mooney et al. 7 have stated: “Critical state concepts as applied to ultimate state behavior are applicable only within the shear band, the area that undergoes continued deformation.”

In this study, we examine time series data for the stress ratio, obtained from a simulation of an assembly of polydisperse spherical particles, subject to a biaxial loading condition while particles are constrained to move along a plane. This sample behavior is representative of the behavior in so-called critical state as reported by others (e.g., Refs. 3, 6, 9, 13). In numerical simulations where system size, in terms of number of particles, is generally smaller than in the equivalent soil mechanics laboratory tests, the stress fluctuations or stick-slip become more pronounced and revealing of the underpinning dynamics.

Realistic DEM simulations have the advantage that information at the particle scale is available (e.g., data on particle positions, displacements, rotations, contact forces etc.), facilitating particular details of the microstructural processes responsible for the observed time series, including those governing the rises versus the falls in stress, to be unravelled. Knowledge of these microstructural processes have led to understanding of critical state behavior through characterization of the fabric, contact anisotropy and also predictive models based on micromechanical considerations. More recently, formalisms within the framework of Cosserat or micropolar continuum have combined the strengths of phenomenology and micromechanics to generate a set of constitutive relations valid for this large-strain regime. 15 For samples undergoing localized failure, see also the related local constitutive models developed by Luding and co-workers based on observations from two dimensional discrete element simulated compression tests. In particular, a set of differential equations has been formulated by Tordesillas et al. 15 from phenomenological relations among the stresses; though phenomenological, the particular form of these relations was inspired from a micromechanical analysis of mechanisms governing fully developed shear bands in the large-strain critical state regime. System dynamics from this model, and anticipated future versions from a purely micromechanical approach, can be characterized using dynamical systems theory, following past models (e.g., Ref. 15). To the best of our knowledge, however, there has been no attempt to extract information on the system dynamics, from a direct analysis of the time series data using either simulation or experimental data. Of interest is whether or not the dynamics as observed from the time series are consistent with the dynamics predicted by the various constitutive models proposed for the large strain critical state regime.

Here, we attempt to bridge this gap through a statistical study, using recent advances in nonlinear time series and complex network analysis, to provide useful information to the continuum modeler, based on the observed rheological behavior from time series of a representative biaxial compression test of a granular assembly. To characterize the physical behavior of this process, we treat the observed data (actually a bulk measurement of Stress Ratio vs. Axial Strain where strain is being increased linearly over time) as a time series. As the level of strain increases beyond the point where the stress ratio reaches a peak and the sample fails through the formation of a persistent shear band, the system approaches a critical state where for further increases in strain, the system dynamical state is approximately stationary. It is the behavior of the system in this post-failure large strain near steady-state regime that is of interest in this paper.

We treat that behavior as a single time series output of a stationary dynamical system and attempt to characterize the dynamics of that system. We note that, in this instance, we consider autonomous system models, and thus axial strain, our proxy for time, is not explicitly used within the models—only the sequential ordering of the stress ratio at observed strains is important. Thus our methods could equally well apply to other loading programs including cyclic shear. 18,19 To achieve this, we use an ensemble of tools which have been available separately, but we combine them to better address a basic problem with black-box modelling. While it is possible to build a model from a time series and then study the behavior of the model, this may not necessarily translate back to the underlying system which generated the data: different models may have different behavior. To better calibrate the models to the data, we apply a range of nonlinear statistical measures to the output of the model and compare this to the data. Once we find a model which has behavior consistent with the data, we are then able to make a much stronger statement about what behavior is being observed in this data. In this case, we find that models consistent with the data—the dynamical instabilities at critical state manifest as fluctuations of the macroscopic stress ratio—exhibit a transient form of chaos.

A. Modeling data and inferring dynamics

Oftentimes, for experimental nonlinear systems, it is not possible to write down a closed-form analytic description of the dynamics. In such situations, it is therefore appealing to apply the methods of delay reconstruction 21 and nonlinear modeling 22 to estimate the underlying evolution operator. One can then use this estimate to study properties of the dynamical system which it represents, and then extrapolate this to the experimental system of interest. Unfortunately, this second step can be problematic. For example, Maquet and co-workers 23 construct global nonlinear models fitted to the Canadian Lynx time series to demonstrate that the data are potentially consistent with chaos: the chaotic dynamics of
the models is claimed as direct evidence of chaos in a real ecosystem. Small and Carmeli\textsuperscript{24} reexamined the same data set with their own global models. While these models also—on occasion—exhibit chaotic dynamics, such behavior is far from ubiquitous. In Fig. 1, we plot the original data used by both Refs. \textsuperscript{23} and \textsuperscript{24} together with an ensemble of model simulations.

For the Canadian lynx data depicted in Fig. 1, model simulations—with the addition of a dynamic noise term—all appear qualitatively to behave very similarly to the observed time series. However, when the models are iterated without noise over a time span far greater than the original data, both chaotic and periodic dynamics are observed with apparently similar frequency. Later in this paper, we will show how this can be more rigorously quantified. However, a second question now arises: given an ensemble of models built from the same data set, which model is correct? This paper will provide a methodological approach to address this problem—although, of course, the question is too ill-posed to allow for a generic answer. For the Canadian lynx data, the answer unfortunately turns out to be that the situation is particularly unclear. The original data simply is not long enough to distinguish between models which exhibit chaotic dynamics from those which are periodic, or, indeed models with an extremely long chaotic transient leading to a fixed point.

B. Dynamical behavior in granular assemblies

Nonetheless, the main focus of this paper is to examine a separate, and perhaps more apposite, system. A granular assembly which is compressed in the axial direction at a constant rate (displacement-controlled) and confined laterally under constant pressure, ultimately reaches a near-steady so-called “critical state” regime, in which the bulk stress, measured through the stress ratio, fluctuates about a near constant value.\textsuperscript{3,5,6,13,25}

In discrete element simulations and experiments on initially homogeneous and dense granular materials (e.g., sand), these episodic fluctuations in the global stress (also known as stick-slip) often coincide with the presence of fully-developed, persistent shear bands of around 8–10 mean particle diameters in thickness.\textsuperscript{25} It is possible for critical state to be approached without localization but here we focus on the dynamics exhibited by a sample which does fail by localization. When failure occurs through strain localization, the spatio-temporal averaged behavior of the material inside the fully developed shear band becomes almost invariant. As Mooney \textit{et al.}\textsuperscript{7} pointed out, and Desrues and Viggiani\textsuperscript{8} reiterated, critical state can only be reached inside shear bands if at all.

Recent studies show that the nature of these fluctuations is intimately tied to the “birth-death” dynamics associated with the growth and failure by buckling of major load-bearing force chains and attendant particle rearrangements inside shear bands.\textsuperscript{25–27} An alternative proposal which, under certain circumstance, may provide a not entirely inconsistent explanation of the origins of critical state and localized failure has been proposed by Mesarovic \textit{et al.}\textsuperscript{4} through the mechanism of so-called flips. These involve a plastic deformation followed by an elastic relaxation at the particle scale and the authors tie the origin of shear bands to a slight increase in the frequency of these events. However, force

![FIG. 1. The Canadian Lynx time series: chaotic or periodic? The upper panel shows the original data (open circles) from which various global nonlinear models have been built. The lower panel depicts the dynamical behavior of three such models. The horizontal axis in the upper panel is the observation year: one data point per year. In the lower three panels the horizontal axis are in units of model time steps: 10 time steps per year. Hence, the upper panel covers a period of 115 years, the lower panels cover a period of 300 years. The vertical scales are arbitrary (derived from the total quantity of lynx pelts harvested in a given year). The dynamics observed in the lower three panels are: chaotic, almost periodic and exactly periodic.](https://example.com/fig1.png)
chain bucking (emerging at the onset of failure and localized within shear banding) is clearly the dominant micromechanical process to characterize and model—both in order to study the dynamics and physics of critical state behavior in detail as well as the macroscale behavior of geomaterials. Our aim is to use tools from complex systems applied to bulk measurements to help characterize the global behavior of the emergent dynamics resulting from this underpinning mesoscale process.

The outline of the remainder of this paper is as follows: In Sec. II, we describe the representative DEM sample and observed data in more detail. In Secs. III and IV, we summarize our calculations and results. Section V provides a short conclusion.

II. DEM BIAXIAL COMPRESSION TEST

The observed time series, we study is taken from a representative discrete element (DEM) simulation, undertaken to study the rheological response of assemblies of spherical particles, constrained to move in a plane, subject to biaxial compression. For the sake of clarity and conciseness, we restrict our attention to a single time series. Nonetheless, the methods are completely generic and should be applicable elsewhere. The particular time series we have chosen is a robust representation of dense granular behavior and has already been studied extensively.

Contact laws, modeling interaction between particles and between particles and walls, describe resistance to relative motion through a combination of linear springs, dashpots, and frictional sliders. Normal and tangential resistive forces, as well as a moment (rolling resistance), act at each contact, in accordance with. The contact moment is introduced to account for the effect of particle shape (e.g., resistance to relative rotations due to particle interlocking). This modification to the classical DEM model of Cundall and Strack has been adopted in numerous simulations of granular processes in order to control the relative rotations of particles at contacts and achieve more realistic rotations and stress predictions (e.g., Ref. 10). Table I provides a summary of the simulation and material parameters used. The vertical side-walls are frictionless, so that particles can slide and roll along them without any resistance; otherwise, all other material properties are identical to those of the particles. The top and bottom walls are assumed to have the same material properties as the particles.

The sample exhibits three distinct regimes of deformation from an initially isotropic state. With respect to Fig. 2, we first observe a period of strain-hardening which can be further identified with two distinct response behaviors. At first, there is a relatively rapid rise in the stress ratio while the sample undergoes a volumetric contraction, up to around $\epsilon_{yy} = 0.02$ at which point volumetric strain reaches a minimum. Second, the sample undergoes dilatation, lowering the rate of increase in the stress ratio compared to the preceding phase before a peak value is reached at around $\epsilon_{yy} = 0.034$. After peak, the second regime can be observed, characterized by a brief period of strain-softening under dilatation. After $\epsilon_{yy} = 0.04$, a pseudo steady-state regime can be observed, whereby stress ratio and volumetric strain essentially taper off to some residual value, modulo fluctuations. This is the region we study here. The deformation in this higher post-peak stress regime occurs in the presence of a single persistent shear band. Stress fluctuations in this steady-state regime reflect the dissipative dynamics in the band; and temporal distributions of micropolar measures of nonaffine deformation have been shown to capture such dissipation. More detailed examination of the spatial and temporal aspects of this dissipation has been tied to the continual formation and collapse by buckling of force chains. These discoveries have been used to develop a continuum model of

![Image](http://chaos.aip.org/)

**FIG. 2. Biaxial compression test.** (Top) The observed time series of the bulk measurement of the stress ratio $\sigma_{yy}/\sigma_{xx}$ with respect to axial strain $\epsilon_{yy}$. The strain interval of interest is indicated by the bolder blue trace and covers the high strain post-peak regime (so-called critical state), where the material has failed and the response is in an approximately steady-state, exhibiting characteristic stick-slip (jamming-unjamming) dynamics. (Bottom) Although not used in the modeling it is informative to soil mechanicians to observe the volumetric strain response $\epsilon_{vol}$ evolution with respect to axial strain. The sample initially contracts and then dilates before reaching a more steady state response in the high strain region from where models in a reconstructed phase space of time-delay stress ratio variables are built.
the stress propagation within a granular material using a Cosserat formalism. A question we seek to answer here is: can a comprehensive black-box modeling approach, encompassing nonlinear time series and complex network methods of analysis applied to bulk measurements, give useful information to help further refine and develop such approaches to continuum modeling?

III. COMPUTATIONS

There are three necessary and distinct steps to characterize the dynamics of an observed time series from noisy experimental observations: (A) reconstructing the phase space, (B) estimating the evolution operator, and (C) verifying that the model behavior matches the observed data. Each of these steps can be achieved with a host of methods, and which methods one chooses depends on the proclivities of the practitioner. While the choices we make are personal and based on our own bias, rather than necessarily optimal, they are nonetheless well established. Much of this background can be found in several texts and monographs; we recommend Small for obvious reasons.

Our approach, described in detail below, combines tasks (A) and (B) above. Before proceeding, however, we find it useful to follow the more standard application of the nonlinear time series toolbox for reconstructing a phase space to analyze the time series to gain insights into the character of the underlying dynamics. The methods of nonlinear reconstruction are built on the assumption that the underlying dynamical system explaining the process can be represented by a set of ordinary differential equations whose state space has dimension $d$. Since, we typically only have access to a scalar time series—in our case the observed macroscopic stress ratio—which is some projection of the $d$-dimensional state variables, we must reconstruct an equivalent phase space to help characterize and model the dynamics. This can be achieved subject to some general conditions by the method of time-delay embedding whereby a coordinate system of dimension $d_e$—the embedding dimension—is constructed by using values of the time series and its delays at a given lag. We want trajectories in this reconstructed phase space to smoothly unfold the dynamics so that points close within $d_e$-dimensional space will evolve together over short time intervals. Thus $d_e$ must be selected large enough so that the geometry of points close to each other are close to each other due to the dynamics and not because of a poor projection to too low a dimension.

Typically, $d_e > d$ and one approach for determining a useful value for $d_e$ is the method of false nearest neighbors. For a given lag, the time series is embedded in successively higher dimensions and the percentage of false neighbors (i.e., the proportion of points close together due to projection rather than dynamics) is calculated. The value of $d_e$ when this percentage falls to zero or a noise floor is regarded as a good choice of global embedding dimension. Computation of the proportion of false nearest neighbors observed for increasing embedding dimension (here, embedding lag set to 1) is shown in Fig. 3 along with computation of local false nearest neighbors.

Local false nearest neighbors is a modification of the method of false nearest neighbors which takes a prediction horizon of the dynamics into account as well as the geometry of phase space. Local false nearest neighbors are capable of detecting the true dimension of the underlying dynamics ($d_L$) or the number of active degrees of freedom in the system. We have $d_L \leq d_e$. False nearest neighbors indicates a global embedding dimension of $d_e = 6$ while local false nearest neighbors indicates that the local dynamics can be embedded in $d_L = 4$ dimensions—hence at least a four dimensional...
system of ordinary differential equations is required to describe this system, i.e., four state variables. This is consistent with isostatic Cosserat continuum formalisms to model stress and strain relationships.\(^\text{15}\)

Having established a suitable global embedding dimension and obtained knowledge of the number of active degrees of freedom in the system, we can go a step further and reconstruct local models of the dynamics. These models can take the form of linear or quadratic maps which approximate the evolution law of reconstructed phase space points based on the observed dynamics of nearby reconstructed phase space points. We can extract the Jacobian matrices of these local models and combine them to calculate the local Lyapunov exponent spectrum over strands of length \(2^L, L = 1, 2, \ldots, L_{\max}\).\(^\text{33,35}\) The Lyapunov exponents are dynamical invariants and their signs help to characterize a dynamical system. If the underlying dynamics is represented by an ordinary differential equation, one of the exponents will be zero. A chaotic system has one positive Lyapunov exponent and if a system has two or more positive Lyapunov exponents, it is termed hyper-chaotic. Moreover, for dissipative systems the total sum of Lyapunov exponents is negative. Computation of the Lyapunov exponent spectrum using local linear maps with \(d_L = 6\) and lag 1 is shown in Fig. 3. We find four genuine exponents consistent with \(d_L = 4\) and the sign distribution of the exponents is seen to be \(+ + 0\) or \(+ 0\) depending on which of the close to zero exponents is chosen as the zero exponent.

The above first steps of application of the nonlinear time series toolbox has shown that the number of active degrees of freedom of the underlying system as determined by analyzing the observed time series is four. The local Lyapunov spectrum is consistent with this identification; however, whether or not the process is best described by a nonlinear chaotic or hyper-chaotic system is unclear given the accuracy of the approximation to the exponents. Given these insights and uncertainties, we now depart from the conventional approach and describe our method of embedding (A), modeling (B), and testing (C) in order to further characterize the dynamics based on the observed data.

A. Embedding

We start with an observed scalar time series \(\{x_t\}\), here the observed macroscopic stress ratio. Generically, we assume that the underlying system has dimension \(d\) and to reconstruct it one must choose an embedding dimension \(d_e > d\). Following Refs. 36 and 37, we do not concern ourselves with the appropriate choice of embedding lag, but leave that to the modeling algorithm. Rather, we choose \(d_e \gg d\) such that the vector variable \(v_t\) can now be treated as an over representation of underlying deterministic phase space

\[v_t = (x_t, x_{t-1}, x_{t-2}, x_{t-3}, \ldots x_{t-(d_e-1)})\]  

Thus \(v_t\) consists of observed values of the stress ratio and its time delays (i.e., past values).

B. Modeling

The second step is to estimate the evolution operator. That is, the law which maps the reconstructed phase space of stress ratio at time \(t\) (i.e., \(v_t\)) to the next reconstructed data point at time \(t+1\) (i.e., \(v_{t+1}\)). In general this is the closed-form expression diffeomorphic to the dynamic evolution of the underlying system and is a map from \(\mathbb{R}^{d_e}\) to \(\mathbb{R}^d\). For us, Eq. (1) makes the task a little easier, and we instead seek a function \(F : \mathbb{R}^{d_e} \to \mathbb{R}\) such that

\[F(v_t) = x_{t+1},\]  

and hence \(v_{t+1} = (F(v_t), x_t, x_{t-1}, \ldots x_{t-(d_e-2)})\). Of course, there are many choices for algorithms to estimate \(F\). The one we choose was first described by Judd and Mees\(^\text{38}\) and more recently extended by Small and co-workers.\(^\text{39,40}\)

In summary, this approach constructs a function \(F\) of the form

\[F(v_t) = \lambda_0 + \sum_{i=1}^{b_1} \lambda_1 v_{t-i} + \sum_{i=1}^{b_2} \lambda_2 v_{t-i}^+ \phi \left( \frac{v_{t-i} - c_i}{r_i} \right),\]  

where the weights \(\lambda_i\) are chosen as the best linear fit; the nonlinear terms \(\ell_i, c_i, \) and \(r_i\) are chosen with a nonlinear algorithm combining stochastic search and local steepest decent optimization; and, the model size terms \(b_1\) and \(b_2\) are constrained using the minimum description length criteria of Rissanen,\(^\text{41}\) as outlined in Judd and Mees.\(^\text{38}\) The functions \(\phi(\cdot)\) are chosen to be functions of a single variable defined on \([0, \infty)\): Gaussian \((e^{-\gamma})\), cubics \((c^3)\), Morlet wavelets \((\cos(2\pi x)\exp(-2(\frac{\pi}{2})^2 \gamma^2) - \exp(-\frac{\pi^2}{4} - 2(\frac{\pi}{2})^2 \gamma^2))\) or sigmoids \((\tanh 2\gamma)\). Note that we have relaxed the usual requirement of compact support frequently associated with radial basis functions (in our experience doing so actually increases the flexibility and stability of our models—at the expense of analytic tractability) and allow for a variety of different basis functions within a single model: in effect, the term \(\phi(\cdot)\) in Eq. (3) should more properly be written as \(\phi_i(\cdot)\) and it is understood that each such function is one of the forms listed above. Finally, some of these functions \(\phi_i\) (the wavelets and sigmoids) include a second nonlinear parameter \(s\)—when such is needed this second parameter is fitted following the same procedure as described above for the basis radius terms \(r_i\).

Now that we have described the model, it is clear that there is no possibility of a computationally tractable algorithm to provide the global optimum. Nor, indeed, would it necessarily be very good: it is quite likely that such an optimum may exhibit rather sensitive dependence of the various model parameters. Instead, we utilized a variety of stochastic and heuristic search algorithms to generate good models of the observed data. From these models it is easy to generate simulations of the underlying dynamics via a modified version of Eq. (2)

\[x_{t+1} = F(v_t) + e_t,\]  

where \(e_t \sim N(0, \sigma^2)\) is some Gaussian distributed noise term of fixed variance \(\sigma^2\). The assumption of additive Gaussian noise is reasonable here because the linear fit of the parameters \(\lambda_i\) as well as the computation of minimum description length both employ it. The noise variance \(\sigma^2\) will be some fraction of the total mean-square error of the model fit to the
data: one assumes that the model prediction error is composed both of dynamic and observation noise.

It should be clear that this model class is rather generic. In particular, by fitting a model of the form (3) we are not imposing any \textit{a priori} dynamics on the system—the model just seeks the simplest description of the one-step prediction problem (2). Our task for the remainder of this paper is two-fold: (i) to validate the model performance (i.e., which models do a good job of matching the system dynamics) and (ii) classifying the model dynamics (exactly what dynamical properties do these models have). To do this, we generate an ensemble of model simulations and study these data. What we will find is, despite the extremely broad scope offered by (3), models fitted to the DEM data exhibits a fairly narrow range of behaviors.

With these simulations in-hand, the next step is to determine which simulations, and therefore which model(s), most closely matches the observed data. That is, we have obtained a suite of black-box models which predict the future values of stress ratio given information of past and current values of stress ratio. Each model will have captured the dynamics to a greater or lesser extent and we now identify through extensive testing and comparison with the observed stress ratio data which models have captured the salient character of the underlying system dynamics best.

C. Model testing

It is an element of faith, particularly within the machine learning and artificial intelligence communities, that the model with the smallest prediction error when tested on previously unseen data is necessarily the best model. However, we are interested in the dynamic behavior of the system and this is simply not necessarily the case.42,43 Instead, we follow the approach implied by the surrogate data methods for statistical hypothesis testing.44 Surrogate data methods provide a computational method to determine whether an observed time series is consistent with a particular null hypothesis (linearly filtered noise, for example). To achieve this, one generates an ensemble of time series that are similar to the observed data but also consistent with the null hypothesis (in this case of linearly filtered noise, this is done by randomizing the phases of the Fourier transform of the data45). There is no reason not to apply the same philosophy here to

---

**FIG. 4. Linearly filtered noise.** Comparison of nonlinear statistics computed with the Gaussian Kernel algorithm (correlation dimension, entropy and noise level), and higher order linear distribution statistics (skewness and kurtosis), for the original data in Fig. 2 and linear surrogates (monotonic nonlinear transformations of linearly filtered noise). As expected the linear statistics (lower right plots) show no difference. However, the nonlinear measures indicate that the model does not adequately described the dynamics (upper panels and lower left). For the nonlinear measures, the solid blue lines (no error bars) indicate the statistic values computed for the data (as a function of the embedding dimension—a parameter of the statistic). The tight error bars (red) are the mean and standard deviation from 100 simulations, the larger error bars (green) are the full range (minimum to maximum). For the higher order linear statistics, a distribution of values is plotted, the value for the data are indicated as an asterisk.
test whether a given model is consistent with the observed time series data. Since we are interested in the dynamics of the simulation, we wish to compute measures relevant to the dynamical system. Small and Judd\textsuperscript{44} demonstrated that correlation dimension is a suitable statistic for such a task—at least for specific types of models. In this paper, we employ a larger battery of statistics with the aim of addressing a more general range of problems; we wish to find the models that match the data well.

In the following, we employ a number of statistics to compare the model behavior to the original data. Lack of space prohibits all but a cursory description of each measure.

FIG. 5. Stable node. The data displayed here are in the same format as Fig. 4, except here the 100 simulations come from a model of the data driven by noise. In the absence of noise the model exhibits a stable node.

FIG. 6. Stable focus. The data displayed here are in the same format as Fig. 4, except here the 100 simulations come from a model of the data driven by noise. In the absence of noise the model exhibits a stable focus.
**Skewness:** A linear measure of asymmetry in the probability distribution of the observed data. Skewness is defined as the standardized third moment of a random variable $X$ of mean $\mu$ and variance $\sigma^2$:

$$E\left[\left(\frac{X-\mu}{\sigma}\right)^3\right].$$

**Kurtosis:** Likewise, kurtosis is the standardized fourth moment $E\left[\left(\frac{X-\mu}{\sigma}\right)^4\right]$ and is a measure of peakiness of the probability distribution.

**Correlation dimension:** The Gaussian kernel algorithm $^{46,47}$ (GKA) is used as a robust estimate of correlation dimension for a range of embedding dimensions. The correlation dimension measures the structural complexity of the underlying deterministic attractor.

**Entropy:** Also estimated by the GKA, the entropy is a measure of the rate of novel information generation in the system.

**Noise:** Intrinsic to the estimation of the deterministic dynamics in the system, provided by the GKA, is an estimate of stochastic (observational) noise.

**Motif distribution:** In addition to the standard nonlinear time series measures described above, we transform the data into a complex network and compute several properties of the complex network. Following Ref. 48, we compute the motif superfamily distribution of the network representation. We focus on motifs of size four (connected subgraphs of

**Table II. Complex network statistics.** For the original data and each of the three model classes, we computed observed values of the various complex network statistics: mean path-length (aka diameter), clustering, and assortativity. In each case, the mean value and standard deviation are reported. Also reported is the number of simulations (out of 100 attempts) which remained bounded. According to these measures both transient chaos and stable node dynamics are in agreement for two out of the three measures and differ marginally for the third.

<table>
<thead>
<tr>
<th>Model</th>
<th>N</th>
<th>Diameter</th>
<th>Clustering</th>
<th>Assortativity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>13.1</td>
<td>0.353</td>
<td>-0.122</td>
<td></td>
</tr>
<tr>
<td>Stable node</td>
<td>58</td>
<td>16.0 ± 2.7</td>
<td>0.360 ± 0.0251</td>
<td>-0.079 ± 0.060</td>
</tr>
<tr>
<td>Stable focus</td>
<td>100</td>
<td>12.1 ± 0.88</td>
<td>0.388 ± 0.0146</td>
<td>-0.0084 ± 0.053</td>
</tr>
<tr>
<td>Transient chaos</td>
<td>77</td>
<td>13.1 ± 0.84</td>
<td>0.358 ± 0.0172</td>
<td>-0.053 ± 0.058</td>
</tr>
</tbody>
</table>

**Figure 7. Transient chaos.** The data displayed here are in the same format as Fig. 4, except here the 100 simulations come from a model of the data driven by noise. In the absence of noise the model exhibits a chaotic transient (typically over a time scale longer than the observed data) and a stable fixed point.

**Figure 8. Motif frequency figure.** For each of the three model dynamics we computed the motif super-family which occurred most frequently—shown here as a percentage. Motif family ADBCEF is the corresponding family for the data (the right-most batch of columns). In models exhibiting a stable focus, for example Motif ADBCEF occurred for all but one of the model simulations, that exception was ADBCEF. According to this measure, stable node and transient chaos models exhibited behavior most similar to the data. Inset: the structure of the six four node motifs. The motif-superfamily is a ranking by frequency of sub-graphs of order 4. The inset enumerates the six different motifs of order 4 which are possible. The horizontal axes of the upper panel is a ranking of these six classes (from most frequent to least).
four nodes) and compute the relative frequency of the distinct graphs, up to node permutation.

**Mean path-length:** We also compute the mean path-length, defined as the expected minimum distance between two random nodes within the network giant component—confusingly, also referred to as *diameter*.

**Clustering:** Also computed from the network representation, the clustering coefficient is a measure of the frequency of occurrence of fully connected motifs of size 3 (triangles) within the network.

**Assortativity:** The final network based measure we compute is assortativity. Assortativity is a measure of the propensity for connected nodes to have similar properties. In this case, the property we are interested in is degree. The measure of similarity is the linear correlation coefficient of linked nodes—that is, how well the degree of one node (linearly) predicts the degree of its neighbors.

The linear statistics, skewness and kurtosis, are nothing more than a measure of the distribution of the observed data values: there is no temporal information encoded in these numbers. Nonetheless, they provide a good test of the fool-proof-ness of our algorithm: the model of dynamics should at the very least also replicate the distribution of observed values. Moreover, this is not something which one explicitly requires from the modeling procedure itself and it therefore provides a significant non-trivial and indirect test of dynamical behavior. The nonlinear time series measures (correlation dimension, entropy, and noise level) estimated from the Gaussian Kernel algorithm provide a good test of the model’s ability to reproduce the dynamical attractor of the system. Finally, the complex network based measures provide direct tests of the form of the underlying dynamics.

**IV. RESULTS**

Here, we summarize the results for representative models of four different types. In Fig. 4, we employ linear surrogates to generate an ensemble of realizations of a linear noise process which closely resemble the original data.

**FIG. 9. Sample trajectories.** The top panel depicts the original data. The following four panels are iterated free run simulations, with dynamical noise for four different simulations from the model exhibiting transient chaos and the same motif super-family as the data.
Nonetheless, Fig. 4 clearly demonstrates that the data and surrogates are distinct. In the next three figures, we test the three distinct classes of nonlinear models which we observe arising from this data.

Figures 5–7 plot a comparison between model simulations and the original data for models exhibiting a stable node, stable focus, or transient chaos. Based on this comparison, we see that transient chaos offers the best match between the model simulations and the data.

In Table II and Fig. 8, we summarize the results from our statistics based on complex networks. These results are consistent with the linear and nonlinear time series measures described above. In Table II, we see that network diameter and clustering show a very close agreement between the model exhibiting transient chaos and the data—that is, the value for the data is typical of the observed distribution for these models. The models exhibiting either a stable node or focus consistently deviate more from the data—while the data are still within two to three standard deviations of the mean observed over the models, it is less typical. Interestingly, measured assortativity does not show such a good agreement for any of these models: in part this is because the models exhibit values of assortativity that are closer to zero than for the data. While, for example, the mean assortativity of the stable node models is within one standard deviation of the value estimated for the data, this distribution is somewhat skewed toward 0. This indicates that assortativity is not only a very sensitive measure of nonlinear dynamical structure in the data, but that we do not yet have the full picture. Nonetheless, the deviation between assortativity for the models and the data are certainly not statistically significant—for both the stable node models and transient chaos the observed value of assortativity for the original data are within 1.5 standard deviations of the mean.

In Fig. 8, we summarize the results from the motif superfamily characterization. For each time series (either from the data or a model simulation), we construct a network—it is this network which is used to estimate the properties summarized in Table II. From this network, we compute how frequently each possible subgraph of size four occurs—each subgraph (see, inset of Fig. 8) is depicted by a letter and the ranking of their frequency leads to a string such as ADBCEF. Figure 8 provides an indication of which motif superfamily (ranking) occurs most frequently. In all cases (either stable node, stable focus or transient chaotic dynamics) the most frequent motif for the models is not the same as the data. However, the second most commonly occurring motif for models with either transient chaos or a stable node is identical to the motif superfamily ranking observed for the data. Finally, when we consider only those models with the same superfamily as the data, we note that there is a very good agreement in the measured value of assortativity: for transient chaos models with the superfamily ADBCEF (the same as the data), the mean value of assortativity is $-0.091 \pm 0.05$. Moreover, simulations from such models are clearly qualitatively similar to the data (Fig. 9). All three motif superfamilies we report here (ADBCEF, ABDCEF, and ADBECF) are consistent with what was reported previously for deterministic time series contaminated with observational noise. The motif ranking ADBCEF was reported in Ref. 51 as indicative of noise contamination; motif ranking ADBECF occurs from this by very slightly changing the frequency of motif E and C.

Note that the motif superfamily ranking is a local measure of dynamical structure in the data: it is a measure of connectivity patterns between similar states in the system state space. The various configurations that are possible (the motifs) are constrained by the local dimension of the underlying dynamics and this, in turn, dictates which motif superfamily will arise. Hence, for example, the distinction between chaotic dynamics (or transient chaos or hyperchaos) and periodic flow or a noisy stable state is a question of what the local embedding dimension of the flow is. Although we arrive at a method capable of distinguishing chaos from noise this method is independent of estimation of the Lyapunov spectrum.

In Fig. 10, we depict the dynamical behavior of this same system in the absence of noise. Note that the dynamics appear to exhibit chaotic dynamics for a very long time (several times longer that the length of the data) before eventually reaching a stable fixed point. The embedded data in Fig. 10 and also Fig. 11 illustrates the high dimensional deterministic dynamics during this phase. In Fig. 11, we also plot a complex network constructed from this data. The network structure evident here is similar to the chaotic and hyperchaotic systems exhibited in Ref. 49. Moreover, the motif superfamily ranking computed for this noise free deterministic system is ABDCEF—the same motif superfamily distribution as that reported in Xu et al.\cite{48} for hyperchaotic flow systems.

![FIG. 10. Sample trajectory. The top panel depicts a single noise free simulation exhibiting transient chaos dynamics. The lower panel is an embedding of the same data (color coded to depict different dynamical regimes). Note that the system appears to switch between two different dynamical behaviors before eventually collapsing to a fixed point. The time scale is the same as Fig. 9.](image-url)
transient chaos. While the transient nature of this chaotic data and noisy simulations of a system exhibiting a form of network theory indicated strong agreement between the nonlinear time series analysis and methods from complex sive. Each of our chosen statistics (spanning linear statistics, them acting as a proxy for time our results are more conclu- significant deviation. For our test case from population dynam- ics. Indeed, a minimum of four ordinary differential equations is necessary for hyper-chaotic behavior. Thus, our modeling approach given the observed data suggests that researchers formulating physical laws for dynamics at, or on the edge of, critical state should perhaps only make simplify- ing assumptions and continuum averaging, to the extent that the number of active degrees of freedom are at least what we expect—to simplify further risks restricting the range of observable behaviour.

Critical state soil mechanics and numerical and experi- mental evidence2,3,7,8 suggest that within the shear band the ultimate dynamics of the system for a given material collapse onto a subspace whereby the variables associated with dynamics is interesting from a computational perspective, it is probably only a numerical artifact. The transition time often exceeds the length of recorded data, and the system never reaches a stable equilibrium in our simulations because of the addition of dynamical noise. Numerically the results are indistinguishable from true chaotic dynamics with a dynamical noise component. Motif super-family calculations suggest that the dynamics are in fact consistent with hyper-chaos with the addition of a dynamical noise forcing. This is also consistent with our calculated approximation to the Lyapunov spectrum from the observed data containing two positive sign components as well as a determination of the number of active degrees of freedom in the system being four.

In contrast to the population dynamics test case, a further benefit of focusing on the granular system comes when we try to seek a physical explanation of our characterization of the observed dynamics given what has been learned about granular rheology in earlier work. Specifically, we can seek explanations in terms of force chain dynamics. Force chains are columns of particles which align themselves in the direction of maximum (most compressive) principal stress. In recent work, we discussed the underlying mechanisms in the observed fluctuations in global stress.25 These are corroborated by findings from high resolution experiments on sand,53,54 which suggest that regions of high (hyperstatic) and low (isostatic/hypostatic) coordination numbers alternate spatially along the band, with the former being jamming zones where force chains collapse by buckling. The relative dominance of these two competing events of jam- ming and unjamming determines which of the elastic rises and unstable drops in the strain evolution of the macroscopic stress occur. Thus, in the so-called critical state regime wherein the equations of Ref. 15 hold, and for which the sample deforms in the presence of fully developed shear bands, the macroscopic stresses result from both spatial and temporal averaging of the stresses borne by the constituent force chains in the system at varying stages of their respective loading histories. The analysis in Ref. 15 shows that the governing equations for the critical state must embody at least three autonomous state variables in order to capture the dynamics of collective force chain evolution. Recall, the numerical local false nearest neighbors calculation of Fig. 3 which suggests that four degrees of freedom (i.e., four state variables) may be necessary to describe the observed dynam- ics. Indeed, a minimum of four ordinary differential equations is necessary for hyper-chaotic behavior. Thus, our modeling approach given the observed data suggests that Choice of the constituent methodologies, we have presented in this paper is entirely new, what we have done is to systematically bring these methods together as a way to describe the dynamics underlying an observed time series. This is something that has been done in an ad hoc manner for some time. Unfortunately, this “ad hoc” often led to results which depended excessively on the particular modeling scheme employed by the investigators. While we too have our favorite modeling methods (and have employed them to infer system dynamics in the past39,52), what we have presented here is an approach which is robust against variation in modeling methodologies. The model can only be said to really reflect the underlying dynamics if a battery of independent and demanding statistics demonstrated no signifi- cant deviation. For our test case from population dynam- ics, we were unable to do this and the only conclusion that we could reasonably make was that there was insufficient data.

For the biaxial compression test, with strain in the system acting as a proxy for time our results are more conclu- sive. Each of our chosen statistics (spanning linear statistics, nonlinear time series analysis and methods from complex network theory) indicated strong agreement between the data and noisy simulations of a system exhibiting a form of transient chaos. While the transient nature of this chaotic dynamics is interesting from a computational perspective, it is probably only a numerical artifact. The transition time often exceeds the length of recorded data, and the system never reaches a stable equilibrium in our simulations because of the addition of dynamical noise. Numerically the results are indistinguishable from true chaotic dynamics with a dynamical noise component. Motif super-family calculations suggest that the dynamics are in fact consistent with hyper-chaos with the addition of a dynamical noise forcing. This is also consistent with our calculated approximation to the Lyapunov spectrum from the observed data containing two positive sign components as well as a determination of the number of active degrees of freedom in the system being four.

In contrast to the population dynamics test case, a further benefit of focusing on the granular system comes when we try to seek a physical explanation of our characterization of the observed dynamics given what has been learned about granular rheology in earlier work. Specifically, we can seek explanations in terms of force chain dynamics. Force chains are columns of particles which align themselves in the direction of maximum (most compressive) principal stress. In recent work, we discussed the underlying mechanisms in the observed fluctuations in global stress.25 These are corroborated by findings from high resolution experiments on sand,53,54 which suggest that regions of high (hyperstatic) and low (isostatic/hypostatic) coordination numbers alternate spatially along the band, with the former being jamming zones where force chains collapse by buckling. The relative dominance of these two competing events of jamming and unjamming determines which of the elastic rises and unstable drops in the strain evolution of the macroscopic stress occur. Thus, in the so-called critical state regime wherein the equations of Ref. 15 hold, and for which the sample deforms in the presence of fully developed shear bands, the macroscopic stresses result from both spatial and temporal averaging of the stresses borne by the constituent force chains in the system at varying stages of their respective loading histories. The analysis in Ref. 15 shows that the governing equations for the critical state must embody at least three autonomous state variables in order to capture the dynamics of collective force chain evolution. Recall, the numerical local false nearest neighbors calculation of Fig. 3 which suggests that four degrees of freedom (i.e., four state variables) may be necessary to describe the observed dynamics. Indeed, a minimum of four ordinary differential equations is necessary for hyper-chaotic behavior. Thus, our modeling approach given the observed data suggests that researchers formulating physical laws for dynamics at, or on the edge of, critical state should perhaps only make simplifying assumptions and continuum averaging, to the extent that the number of active degrees of freedom are at least what we expect—to simplify further risks restricting the range of observable behaviour.

Critical state soil mechanics and numerical and experimental evidence2,3,7,8 suggest that within the shear band the ultimate dynamics of the system for a given material collapse onto a subspace whereby the variables associated with
mean effective stress, deviatoric stress, and specific volume follow a so-called critical state line. That is, from a dynamical systems point of view, there are integrability constraints and constants of the motion relating a system description using these variables. Our black-box modeling and testing methods described here do not explicitly take into account this knowledge but it is a straightforward extension to consider more “grey-box” models that formulate the critical state line as constraints within the model estimation step (B). This is the subject of ongoing research given that the reconstructed state space considered here only uses observed values of stress ratio and does not take advantage of other multivariate measurements. However, the richness of the dynamical instabilities, we have uncovered within our representative sample gives cautionary counsel that an imposition of such a constraint is making the model fit the theory rather than having the model and data inform theoretical development. We are also in the process of extending the analysis to other systems on the edge of critical state as well as to experimental tests of granular shear layers, which have been shown to exhibit stick-slip dynamics similar to those observed in earthquake signatures.

In dense granular materials subject to compression, force chain “dynamics” or evolution inside shear bands dominate the behaviour in the so-called critical state for samples undergoing localised failure. Furthermore shear band widths are almost universal across all types of sand and loading. Thus considering larger and larger number of particles in the system tests should not be an important factor. It is certainly not a factor that seems to affect the macroscopic behavior of the system. More specifically, the birth-death evolution of force chains (i.e., formation and failure) are responsible for the fluctuations observed in this data (the data we present in this manuscript). The death or collapse of force chains for dense media, tends to localize along zones with a characteristic thickness (this width is widely known to lie within a very narrow range of $8–20$ particle diameters). This means that even if the material manages to form a force chain that extends by some hundreds of particles in length (a very big sample), the buckling of force chains will still be localized to a region that is roughly $8–20$ particles wide.

This feature is observed experimentally for a wide range of dense granular materials, both naturally occurring and synthetic. We already have some answers as to why this may occur in a recent paper using structural mechanics analysis of a column of $N$ particles. Tordesillas and co-workers studied the confined elastic buckling of a single $N$-particle force chain. For a given set of material parameters, a characteristic load-carrying capacity is attained for a clearly defined range of force chain lengths $N \geq L^*$. The rotation and translation of particles along periodically located segments of the critical buckling mode, each of length $L^*$ are on average consistent with those for particles inside the shear band. Preliminary results from postbuckling analysis show that the critical buckling mode is unstable and that buckling culminates in a localized response over one of these segments where observed shear band kinematics prevail. Thus, the localized buckling response is characterized by the rotation of a finite number of particles with a clearly defined length $L^*$. For a wide range of material properties, $L^*$ is around eight particle diameters—the observed shear band thickness for many granular materials, most notably sand.

Hence, although the bulk of this paper focusses on the analysis of a single DEM simulation, the result is actually what we would expect more generally. While that data set is accepted as a robust representation of dense granular behavior, there would be obvious extensions of this work to both other simulations and experimental data. While this is beyond the scope of the current work (and would nonetheless, cloud our methodological presentation), we note that the specific system we discussed in this paper has been compared against other models from the same class of simulations (varying various physical properties) and also against both simulations and experiments in both two and three dimensional dense granular systems. In all cases, the mechanism responsible for the observed dynamics has proved to be the same, and the same as what we studied here.
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