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The electronic structure and optical response of silicane to strain are investigated by employing
first-principles calculations based on many-body perturbation theory. The bandgap can be efficiently
engineered in a broad range and an indirect to direct bandgap transition is observed under a strain
of 2.74%; the semiconducting silicane can even be turned into a metal under a very large strain.
The transitions derive from the persistent downward shift of the lowest conduction band at the �-
point upon an increasing strain. The quasi-particle bandgaps of silicane are sizable due to the weak
dielectric screening and the low dimension; they are rapidly reduced as strain increases while the
exciton bound energy is not that sensitive. Moreover, the optical absorption edge of the strained
silicane significantly shifts towards a low photon energy region and falls into the visible light range,
which might serve as a promising candidate for optoelectronic devices. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4892110]

I. INTRODUCTION

As a stable and the thinnest two-dimensional (2D) hon-
eycomb lattice in nature, graphene has attracted extensive
attention and exhibits many unique properties like strong
mechanical strength, exceptionally high carrier mobility,
superior thermal conductivity, good transparency, and so
on.1–6 Interestingly, graphene itself is a zero-bandgap semi-
metal with Dirac-like electronic excitation,2, 4 while after full
hydrogenation,7 sp2 hybridized graphene is transformed into
a buckled chair-like configuration with sp3 hybridized bonds
(i.e., graphane)8–10 that opens up a gap larger than 3.5 eV.11, 12

Clearly, both graphene and graphane lack a proper bandgap
for most optoelectronic applications.

As a group IV element, when silicon (Si) atoms are ar-
rayed in a hexagonal lattice, first-principles calculations re-
veal that the silicon nanosheet has a similar electronic struc-
ture as that of graphene.13–15 Very recently, the monolayer
silicon nanosheet, i.e., silicene, was synthesized into silver
(111) and other (110) substrates.16–19 Silicane (the analog of
graphane) was also theoretically proposed,20–22 with an ap-
propriate bandgap of about 2.1 eV,21, 23 while the indirect
bandgap might impede its potential application in optoelec-
tronic devices.

Strain, as an effective means of tuning material proper-
ties, has been widely used to achieve controllable bandgaps in
various 2D layered materials, like graphene, silicene, molyb-
denum disulfide (MoS2), etc. For example, the bandgap of
graphene could be tuned in the order of 100 meV with a ten-
sile strain.24 Silicene would then, from a semimetal, become
a metal under a tensile strain larger than 7.5%.25 The applica-
tion of a biaxial strain onto monolayer MoS2 would decrease
the bandgap, and even induce a semiconductor-metal transi-

a)Electronic mail: jlwang@seu.edu.cn.

tion when the tensile strain is as large as about 8%.26 More-
over, an experimental observation demonstrated that strain
also has a great influence on the excitation energies in that
compressive strain leads to higher energy while tensile strain
induces lower energy for the same excitation in GaN epitaxial
layers on sapphire and SiC substrates in comparison to strain-
free bulk GaN.27 In fact, many-body effects (e.g., electron-
electron and electron-hole interactions) in low dimensional
materials play a crucial role in electronic structures and op-
tical absorption. In particular, excitonic effects (electron-hole
interactions) can dramatically influence the position and in-
tensity of the optical absorption spectra.28–31 Therefore, it is
highly desirable to include many-body effects for the study
of the electronic and optical properties of silicane and their
response to strain, for which there is no report so far.

In this work, we provide a systematic study of the elec-
tronic and optical responses of silicane to strain by using the
density functional theory (DFT) in combination with many-
body Green’s function (GW approximation) and the Bethe-
Salpeter equation (BSE) formalism. Our calculations show
that silicane undergoes an indirect to direct bandgap transi-
tion under a small strain, and even a semiconductor to metal
transition under a large strain. Furthermore, with the increase
of tensile strain, a global red-shift of the absorption spectra is
observed, and both the excitation energy of the lowest opti-
cally active exciton and the number of bright bound exciton
states decrease.

II. COMPUTATIONAL DETAILS

We first performed DFT calculations within the frame-
work of local density approximation (LDA), implemented in
QUANTUM ESPRESSO,32 to obtain the electronic ground
state of silicane with and without strain. A plane-wave basis
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and norm-conserving pseudopotentials for ion-electron inter-
actions were employed. The plane-wave cutoff energy was set
to 60 Ry, and a Monkhorst-Pack mesh of 18×18×1 k-points
was adopted. A vacuum region of 19 Å along the direction
perpendicular to the silicane sheet was used to avoid inter-
action between two adjacent images. During geometry opti-
mization, the cell parameters and atomic positions were fully
relaxed until an energy convergence of less than 10−4 eV was
achieved and the force that acted on each atom was less than
0.02 eV/Å.

Starting from the electronic ground state wave functions,
Coulomb screening, quasi-particle (QP) energies (single-
particle excitation energies) can be obtained by solving
Dyson’s equation non-self-consistently within the G0W0
approximation,33–36

[
−∇2

2
+ Vext + VHartree + �

(
Eqp

nk

)]
ψ

qp
nk = E

qp
nkψ

qp
nk , (1)

where Vext is the ionic potential, VHartree is the Hartree poten-
tial, � is the self-energy operator, Eqp

nk is quasi-particle ener-
gies, ψ

qp
nk is the quasi-particle wavefunction. The self-energy

operator � was calculated via the one-electron Green’s func-
tion G0 and the dynamically screened Coulomb interac-
tion W0, i.e., � = iG0W0. The dielectric matrix was eval-
uated by using random phase approximation (RPA)37 and
the frequency dependence of the self-energy operator was
treated by using the Godby-Needs plasmon-pole approxima-
tion (PPA).38, 39 We also performed full-frequency GW cal-
culation for unstrained silicane to benchmark the validity of
PPA. An energy difference of only 0.01 eV was observed,
which establishes the accuracy of PPA.

We further considered the excitonic effects by solving the
Bethe-Salpeter equation which is a two-particle Green’s func-
tion of the quasi-electron and quasi-hole states. This can be
done through a diagonalization of the excitonic equation,36, 40

(
Eqp

ck − Eqp
vk

)
AS

vck + �k′v′c′ 〈vck|Keh|v′c′k′〉AS
v′c′k = �SAS

vck,

(2)
where AS

vck is the exciton amplitude, �S is the excitation en-
ergy, Keh is the kernel that describes the interaction between
excited electrons and holes; Eqp

ck and Eqp
vk are the quasi-particle

energies of the electron and hole states; 〈vck| and v′c′k′〉 re-
fer to the quasi-electron and quasi-hole states, respectively.
The Bethe-Salpeter Hamiltonian was taken into account by
using Tamm-Dancoff approximation (TDA),41 in which the
coupling term between the resonant and anti-resonant term of
the Hamiltonian is neglected, and thus non-Hermitian BSE
was reduced to that of Hermitian, and could be solved by us-
ing an efficient iterative method.42 Finally, the macroscopic
dielectric function can be expressed in terms of the eigenstates
|λ> and eigenvalues Eλ of Hamiltonian:35

εM(ω) ≡ 1 − lim
q→0

8π

|q|2�Nq

∑
nn′k

∑
mm′k

ρ∗
n′nk(q, G)ρm′mk′(q, G′)

×
∑

λ

Aλ
n′nk(Aλ

m′mk′)∗

ω − Eλ

, (3)

where � is the volume of unit cell, n (m) and n′ (m′) are
the band indices of the conduction and valence bands in

building the BSE kernel, k and k′ are k-points on a uni-
form mesh grid in the first Brillouin zone. ρm′mk′(q, G)
= 〈m′k′|ei(q+G) · r|mk′ − q〉, G are the reciprocal lattice vectors,
and Aλ

n′nk = 〈n′nk|λ〉 are the eigenvectors of Hamiltonian.
In both the GW and BSE calculations, screened coulomb

interaction was truncated after 20 a.u. along the direction per-
pendicular to the surface in order to avoid spurious interaction
between periodic images. 360 (384) unoccupied bands, 12 Ry
and 49.6 Ry energy cutoff are adopted to obtain the dielec-
tric matrices and exchange energy; and 5 valence bands and
15 unoccupied bands are taken to achieve the optical absorp-
tion spectra for silicane with and without strain, respectively.
A k-point sampling of 18×18×1 is used during the GW cal-
culation and we interpolate to 24×24×1 k-point sampling for
BSE calculation. These parameters are all converged within
0.05 eV for GW gap and absorption spectra. The GW and BSE
calculations were performed by using the YAMBO program
package.35

III. RESULTS AND DISCUSSION

Previous studies have shown that silicane with a chair-
like configuration is the most stable structure among the hy-
drogen decorated silicene,43, 44 so we took this structure as
the computational model in our work. The optimized struc-
ture is shown in Figure 1(a) with a lattice constant of 3.82 Å,
which is in good agreement with a previous result of 3.82 Å.20

The Si-Si bond length is 2.32 Å, which has also reproduced
well the previous experimental value of 2.35 Å.45 The buck-
ling parameter � (height difference between two adjacent Si
atoms) is 0.71 Å and the Si-H bond length is about 1.50 Å,
which are consistent with earlier reports as well.18, 21 In this
study, a uniform biaxial tensile strain was applied along the
zigzag (vertical direction in Figure 1(a)) and armchair direc-
tions (horizontal direction in Figure 1(a)) simultaneously. In
applying the biaxial tensile strain from δ = 0% to 22%, the
buckling height in the silicane decreases from 0.71 to 0.51 Å

FIG. 1. (a) Top and (b) side views of optimized silicane with a chair-like
configuration. The black rhombus represents the primitive cell; white (large)
and red (small) spheres represent silicon and hydrogen atoms, respectively.
(c) Band structure. The VBM is shifted to zero; the solid red arrow indicates
the indirect bandgap. (d) and (e) partial charge density of VBM and CBM,
respectively.
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FIG. 2. Bandgap as a function of strain for silicane. Insert shows energy
difference between �-CBM and M-CBM vs. strain.

and the Si-Si bond length is elongated from 2.32 to 2.74 Å,
while the Si-H bond lengths are almost the same.

A. Electronic band structure

Silicane is an indirect wide bandgap semiconductor, with
a valence band maximum (VBM) located at �-point (�-
VBM) and the conduction band minimum (CBM) at the M-
point (M-CBM), as shown in Figure 1(c). The calculated LDA
bandgap is 2.1 eV, which is in good agreement with previous
results.20, 21 Both the VBM and CBM states of silicane origi-
nate from the contribution of the Si-3p states, as can be seen
from the partial charge density in Figures 1(d) and 1(e). The
CBM is composed of the σ ∗ anti-bonding states of the Si-Si
bonds along the x-y plane, while the VBM is composed of
the σ bonding states of the Si-Si bonds along the zigzag lines.
Under a uniform tensile strain, the bandgap slightly increases
first and reaches the maximum value at about δ = 2.74% and
then rapidly decreases with increase of strain, and the gap is
reduced by about 43% at δ = 10% compared to that with-
out strain (see Figure 2). This can be understood as follows.
When tensile strain is applied, the Si-Si bond length increases
as shown in Table I and the Si-Si bond strength decreases ac-
cordingly. As a result, the �-CBM greatly shifts downward,
thus leading to the eventual decrease of the bandgap. More-
over, when δ reaches 22%, the CBM and VBM of silicane
coincide at the � point, which suggests a semiconductor to
metal transition. Accompanied with the variation of the gap
values, the band structures of silicane change under strain as

TABLE I. Structural parameters of silicane with and without strain: strain
(δ), lattice constant (a; Å), bond length (dSi-Si; Å), and buckling height (�;
Å). The electron affinity (EA; eV), Löwdin charge (C; e) transferred from
Si to H atoms, excitation energy (Ee; eV), and bound energy (Eb; eV) of the
lowest optically active exciton.

δ a dSi-Si � Eg-LDA Eg-GW EA C Ee Eb

0.00 3.82 2.32 0.71 2.10 4.15 2.30 0.181 3.22 0.93
0.03 3.94 2.37 0.67 2.09 3.76 2.83 0.190 2.86 0.90
0.06 4.05 2.42 0.63 1.71 3.28 3.52 0.199 2.42 0.86
0.10 4.20 2.50 0.59 1.20 2.58 4.18 0.210 1.82 0.76

FIG. 3. (a)–(d): Band structures of silicane at δ = 0, 3%, 6%, and 10% from
LDA calculations (black solid lines) and the red solid lines represent QP en-
ergies corrections to the LDA energies at relevant k-points of the uppermost
valence band and the lowest conduction band in the G0W0 approximation.
Partial charge density of the conduction band minimum at the � point (�-
CBM) without strain (e) and with strain δ = 10% (f), respectively.

well as reflected in Figures 3(a) to 3(d). The tensile strain re-
duces the energy gap between �-CBM and M-CBM in the
range of δ = 0%–2.74% (see Figure 2) and an indirect to di-
rect bandgap transition occurs at δ = 2.74%. Moreover, the
CBM moves to the � point and the silicane becomes a direct
bandgap semiconductor under a broad strain range of 2.74%
< δ < 22%.

To understand why the energy of �-CBM is essentially
affected by the strain in silicane, we calculated the partial
charge density at the �-point for CBM which is shown in
Figures 3(e) and 3(f). In the strain-free case, the charge den-
sity of �-CBM shows a σ ∗ bond-like feature and is primarily
located around the Si and H atoms. Nevertheless, when the
strain reaches the value of 10%, the charge density is redis-
tributed to one side (top or bottom of Si atoms). Thus, the
interaction between the hybridized s-p orbitals (σ ∗ bonds) is
weakened, which results in the downward shift of �-CBM.

At the DFT-LDA level, silicane is a semiconductor with
an indirect bandgap of 2.1 eV. However, it is well-known that
the standard Kohn-Sham DFT generally underestimates the
bandgap. When electron-electron self-energy effects are in-
cluded, the opening of the bandgaps is found to be sizable
(more than 50% compared to the LDA gaps in our calcu-
lations). Nevertheless, their semiconducting nature does not
change, that is, the QP band structure of silicane is also indi-
rect for strain δ = 0 and direct for δ ≥ 2.74%. The QP bandgap
of silicane without strain is 4.15 eV, in accordance with the
previous result of 4.07 eV.23 Moreover, the QP bandgaps of
silicane rapidly decrease from 4.15 to 2.58 eV as the strain in-
creases from δ = 0% to δ = 10% (see Table I). Generally, the
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many-body effects will be enhanced in the atomic-layer sys-
tems due to the low dimensionality, which has been observed
in graphane46 and MoS2.47, 48 Moreover, the many-body ef-
fects can significantly modify electron affinity and ionization
potential, which can be determined from the accurate measur-
ing of the CBM and VBM with respect to the vacuum level
(Figures 3(a)–3(d)), respectively. For silicane, we identified a
dramatic change of the electron affinity from 2.30 eV (δ =
0) to 4.18 eV (δ = 10%). The increased electron affinity with
increase of strain suggests that more charge transfers from Si
atoms to H atoms, as shown in Table I. This fact has direct in-
fluence on the transition from an indirect to a direct bandgap
and the decrease of the bandgap.

B. Optical properties

Figure 4(a) presents the optical absorption spectra of
silicane for light polarization parallel to the surface plane.
The plotted quantity “Im εM” is the imaginary part of the
macroscopic dielectric function from (3). Compared with the
independent-particle results, there is evident weight redis-
tribution of the oscillator strength in the optical absorption
spectra which includes self-energy effects and electron-hole
interactions, thus showing a global red-shift of the whole
spectrum due to the excitonic effects. Below the continuum
onset of single-particle transition, there are strongly bound

excitons. Additionally, with the increase of strain, a number
of bound exciton states with different oscillator strengths be-
low the fundamental QP gap are observed, which shift the ab-
sorption edge from the ultraviolet to the visible spectral range.
Meanwhile, the e-h interaction and the electron/hole effective
masses have great impacts on the number of bright bound ex-
citon states, e.g., stronger e-h interactions or large electron
(holes) effective masses mean more bright bound excitons.
Besides that, there is an obvious decrease in the bandgap
opening due to self-energy effects, as shown in Table I. For
silicane, the excitation energy of the lowest optically active
(bright) exciton A1 is 3.22 eV, with a bound energy of 0.93 eV,
which agrees with the previous result of 0.9 eV.12 Vertical
transitions from the top of the valence band to the bottom
of the conduction band close to the �-point contribute to
strongly bound excitons (A1). A1 is also degenerated with a
dark exciton with much smaller oscillator strength. In the case
of strained silicane, the bound energies of the lowest bound
excitons are 0.93, 0.90, 0.86, and 0.76 eV for δ = 0, 3%, 6%,
and 10%, respectively (see Table I). By analyzing these exci-
tonic bound states, we find that the main contributions are still
from the transitions between the last valence and first conduc-
tion bands close to the �-point. Therefore, all of these exci-
tons aforementioned are twofold degenerate.

To gain further insight on the optical spectra, we cal-
culated the electron probability distribution that is related to

FIG. 4. (a), (c), and (e): optical absorption spectra of silicane (δ = 0, 3%, 10%) with and without e-h interaction, i.e., GW+BSE and GW+RPA, respectively.
A1 denotes the first bright bound exciton. The vertical black dashed lines indicate the lowest direct QP gap. (b), (d), and (f): top view of the lowest energy
exciton (A1) wave function in silicane (δ = 0, 3%, 10%) with the hole position (black dot) fixed on Si-Si bond.
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the main peaks of the absorption spectra. The excitonic wave
function can be written as

|ψS(re, rh)〉 =
∑
cvk

AS
cvkψck(re)ψ∗

vk(rh), (4)

where re and rh are the electrons and hole coordinates in real
space, respectively. � is the quasi-particle wavefunction. The
coefficient AS

cvk is obtained by diagonalizing the Hamiltonian
of the Bethe-Salpeter equation. To represent the six coordi-
nate function, we fixed the hole position on the Si-Si bond
and projected the electron probability |�S[re, rh = (0, 0, 0)]|2
onto the x-y plane. Figures 4(b), 4(d), and 4(f) show the elec-
tron probability distribution for the bound exciton (A1) of sil-
icane and strained silicane, and on two sub-lattices, which re-
flects the bound strength between the excited electron and the
hole. As clearly seen from Figure 4(b), the exciton spreads
in a relatively localized space with an exciton radius of 12 Å
for silicane, thus suggesting a relatively large bound energy.
However, the exciton radius is 15 Å and 21 Å for δ = 3%
and 10%, respectively, indicating that the applied strain can
increase the exciton radius. In a previous theoretical study,44

graphane was considered as a potential candidate for excitonic
Bose-Einstein condensation (BEC) due to the extremely large
bound energy and strong localization of the bound excitons.
However, realization of BEC in silicane and strained silicane
seems to be less feasible since their exciton bound energies
are not as large as that of graphane together with a relatively
large exciton radius.

IV. CONCLUSIONS

In summary, we have studied the electronic structure and
optical properties of silicane under uniform biaxial tensile
strain by using the DFT and GW-BSE calculations. An in-
direct to direct bandgap transition can be achieved when the
applied strain is about 2.74%. The semiconducting silicane
can even be tuned into a metal under an extremely large strain
of 22%. The bandgap transitions are attributed to the down-
ward shift of the lowest conduction band at the �-point as the
strain increases, which weakens the σ ∗ bond and thereby in-
creases the electron affinity of silicane significantly. Due to
the rather weak screening and low dimensionality effects, the
QP bandgaps of silicane are 4.15, 3.76, 3.28, and 2.58 eV,
and the bound energies of the lowest bound excitons are 0.93,
0.90, 0.86, and 0.76 eV for δ = 0, 3%, 6%, and 10%, respec-
tively. The optical absorption edge of strained silicane shifts
towards a low photon energy region and falls into the visible
light range, which makes it a compelling candidate for op-
toelectronic devices. The large bound energies and oscillator
strengths of the lowest excitons, together with their 2D fea-
ture, suggest that interesting physical effects can be observed
as well.
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