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Abstract—Due to the more complex constraints, generalized decoding algorithm, is widely considered to decode GLDPC
low-density parity-check (GLDPC) codes can achieve better error codes [4]. Both algorithms can decode GLDPC codes with
performance but require much higher decoding complexities all kinds of component codes, such as GLDPC code with

compared with the standard LDPC codes. In this paper, single- . . .
parity-check product-codes (SPC-PCs) are considered as the Hamming component codes [S] [6]; GLDPC code with BCH

constituent codes in the super check nodes of a GLDPC code.component codes [6] [7]; GLDPC code with RS component
Moreover, turbo iterations are used in decoding the SPC-PCs. codes [7]; and GLDPC code with hybrid component codes [8]
The error performance and the decoder complexity of the [9], However, the complexities of such decoding algorithms
proposed GLDPC code are compared with other LDPC code are very high.

and GLDPC code. . .
Index Terms—Generalized low-density parity-check code, In [10], a class of GLDPC codes with tailored short-

single-parity-check product-code, turbo iteration ened Hamming codes as constituent codes, named TSHC-
GLDPC codes, has been proposed. Such codes can be decoded
. INTRODUCTION using the fast-Fourier-transform(FFT)-based APP algorithm.

A standard low-density parity-check (LDPC) code can b%l.thOUQh the computation _complexny IS redyced cgmpgred
O o . with trellis-based APP algorithm, the complexity remains high.

represented by a bipartite graph consisting of variable nodes, . .
; . n [11], a class of GLDPC codes with Hadamard constraints

check codes, and edges connecting the variable nodes an : :
. are proposed. Since Hadamard constituent codes can be fast

check nodes. Each variable node can be regarded as a rgp-

o . . . coded based on fast Hadamard transform (FHT), the com-
etition code while each check node can be viewed as a sin ? o
: ggexny issue can be resolved. Yet, the drawback of such codes
parity-check (SPC) code. In [1], the standard LDPC code has n extremely low code rateR(< 0.1), making them onl
been generalized by replacing the repetition codes and the §§§able for cer{ain kinds of comfnuﬁic,ation S gstems y
codes with more complex linear block codes called constituent ; . y ' .
In this paper, we propose a family of GLDPC codes with

(or component) codes or subcodes. . [ i )
Taking advantage of the more powerful constitute codess!ngle parity-check: product-codes (SPC-PCs) as component

generalized LDPC (GLDPC) codesan achieve better bit- cddes. In Section I, we review the structures of GLDPC
codes and SPC-PCs. We then show our proposed class of
error-rate (BER) performance, lower error floor and fast

. LDPC codes in Section Ill. We also describe the iterative
convergence rate compared to its standard LDPC counterpafts. . : . . .
dﬁcodmg algorithm in the same section. Finally, the error

At the same time, the computation complexity becomes muc rformance and the decoding complexity of the proposed

higher _bec_:ause more con_wphcated constraints are. mtrodu_c% DPC codes are presented and compared with other channel
Thus, finding proper constituent codes that can achieve a given

: .= codes in Section V.
error performance at a tolerable computation complexity is a
key challenge in designing good GLDPC codes. Il. REVIEW

In [2], the decoding method applied to decode each consi- Generalized LDPC Code

tute code in a GLDPC code involves (i) finding all possible A GLDPC code is denoted byN, k) where N and

sequences that can satisfy the constitute code, (ii) determini .
the probability of each sequence, and (iii) adding the probahil- represent the number of code bits and the number of

ities together. Besides, the Bahl-Cocke-Jelinek-Raviv (BCJ forma_mon bits, respectively, in each cc_)deword. Moreover,
) : e » e variable nodes and the check nodes in a GLDPC code are
algorithm [3], a trellis-based a posteriori probability (APP

ermed as super variable nodes (SVNs) and super check nodes

The work described in this paper was partially supported by a grant fro@C_NS), res_peCtively- _ _
the RGC of the Hong Kong SAR, China (Project No. PolyU 5190/11E). Figure 1 illustrates the bipartite graph of a GLDPC code

1Strictly speaking, GLDPC codes refer to the LDPC codes in which the S%VingN SVNs andM. SCNs. The connections among the
codes (check nodes) have been replaced with more complex linear block codes “ “

(super check nodes). If both the repetition codes (variable node) and the S$€pe!’ nodes corresponld talg, x N, matrix, which is called
codes in the LDPC codes are replaced with more complex linear block codagiadjacency matrix and is denoted by ,,. A non-zera(m, n)-

the resultant codes are called doubly-GLDPC codes. However, dependin ﬁ”entry inH.. indicates a connection between theth SCN
the context, doubly-GLDPC codes may also referred to as GLDPC codes ord th th aSVN M th iaht of the-th |
simplicity. In this paper, all the GLDPC codes are indeed doubly-GLDPén en- - vioreover, the weight ot the-th column

codes unless otherwise stated. in H, represents the number of edges that connecttite
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Fig. 1. The bipartite graph of a GLDPC code. Fig. 2. The structure of thé4, 3)2 single-parity-check product-code (SPC-

PC).

SVN to the SCNs. Similarly, the weight of the-th row in
H, indicates the number of edges that connectrthth SCN
to the SVNs.

length iS Nype—pe = Ng,c and hence the code rate equals
Repe—pe = (Nspe —1)P /NL) .. Furthermore, the parity-check
We denote the weight of the-th column and the weight Matrix of the(N,, NSPB*UD SPC-PC, denoted B
of the m-th row in the adjacency matrix by, ., andd,,, 'S O SiZ&Mspe—pe X Nop. .
respectively. We also denote the number of external connec!n [13], it has been proved that GLDPC codes with

tions of then-th SVN byk,,,, as shown in Fig. 1. The overall Constituent codes having a minimum distanég;, > 3
length of the GLDPC code hence equals performs asymptotically good. The minimum distance of the

N (Nspe, Nspe — 1)P SPC-PC, moreover, has been shown equal

N = Z “ Ky (1) 10 dmin = 2P [12]. Such an outstanding distance property
n=1 therefore makes SPC-PC an attractive candidate to be con-

Then, for then-th SVN(1 < n < N,), we can represent thestituent codes of a GLDPC code.

component code by, ., k. »,), meaning thatl, ,, coded bits

are formed for every:, ,, information bits. Similarly, for the [1l. PROPOSEDGLDPC CoDE

m-th _SCl\(l < m < M,), we denote the number of _checkA_ Code Consiruction

equations byl ,,, — k... The total number of check bits/

in the GLDPC code is hence upper-bounded by For simplicity, we only consider regular GLDPC codes.

o We use the(Ngpe, Nspe — 1)P SPC-PC as the component
M < Z “ (dem — Kem)- (2) code in each of the SCNs. The corresponding parity-check
m=1 matrix Hyp.—p. iS therefore of sizeMp.—pe x Ng,c. It can
We can then represent the constituent code fomthth SCN 3150 be readily shown that each SCN has a degrebkﬁi-
by (de,m, ke,m), implying thatd,, ., coded bits are formed for moreover, to allow a high overall code rate of the GLDPC

everyk., information bits. Using (1) and (2), we can comput@ode without increasing the decoding complexity much, SPC

the overall rate of the GLDPC code as codes are employed as component codes in all SVNs. Denoting
ZMa (e — Foen) the number of information bits entering each SVNd&y— 1,
R>1-— m:1NC"m em _ 3) the generator matritz,,,, corresponding to the SPC code is
Yot ko of size (d, — 1) X d,.
We consider an adjacency matiik, of size M, x N,. (Note
B. Single-Parity-Check Product-Code (SPC-PC) that the row weight oH, must equaINSﬁ’)c while the column

In the (Nype, Nope — 1)P SPC-PC, the information bits areweight equalsi,.) Based on the matricéd,c—pe and Geun,
first arranged in @)-dimensional hypercube and then encoddfe parity-check matrix of the GLDPC code is constructed as
by a(Ngpe, Nope — 1) SPC in each dimension [12]. Figure 2follows.
shows the(4,3)? SPC-PC. The construction is elaborated as « Step 1 (Row Expansion): For each rowfi,, each “1” is

follows. First,9 information bits are arranged in a squareZef substituted by one column vector H;,._,. while each
dimension) of siz8 x 3. The bits are then encoded by thie 3) “0" is substituted by an all-zero column vector. However,
SPC code row-by-row and column-by-column. Afterward, each column vector ifH,,._,. can only be used once
a check on checks satisfying the,3) SPC constraint is for each row inH,. After the substitutions are made, the
added. In this example, the number of information bits is  resultant matrix is of siz&/, Mpc—p. X N,. We denote
9; the number of check bits ig; the code length i96 and this matrix by HY,.

hence the code rate equadlgl6. In general, the number of « Step 2 (Column Expansion): Consider a columrHy).
information bits equald(,pc—pe = (Nope — 1)P; the number For every M,,._,. entries (called a row block), all

of check bits isMpe—pe. = Ns[;)c — (Nspe — 1)P; the code “1”s within this block are substituted by the same row



1 decoding process, we set all the a priori log-likelihootlera
(LLR) values corresponding to the incoming bit sequence to
zero. Then, for the horizontal dimension (first dimension),
the extrinsic LLR values are evaluated for all bits in each
(4,3) SPC code [16], [17]. Such extrinsic LLR values are
then passed to the vertical dimension (second dimension)
which uses them as the a priori LLR values. Subsequently,
Fig. 3. Passing of extrinsic LLR messages in a 2-dimensi@RC-PCc the extrinsic LLR values are evaluated for all bits in each
decoder.I denotes the “channel messages”denotes the a priori messages(4, 3) SPC code (in the vertical dimension). Such extrinsic

at the input of a SISO decoder afitidenotes the extrinsic LLR message ; ; ;
at the output of a SISO decoder. The subscript correspontietaentity of "LLR values are then retumed to the horizontal dimension

>
e
>
v
e

D=2

the SISO decoder. which uses them as the a priori LLR values. Qoeal turbo
iteration is completed. In the second iteration, the egicin
1 LLR values are evaluated for all bits in eath 3) SPC code

for the horizontal dimension, and so on. After a fixed number

, v v of turbo iterations have been carried out, the overall esici
A Bl nA, Eztfg Al o |E LLR value for a particular bit is obtained by summing the
b= g\ A N e corresponding extrinsic LLR values in all dimensions (two
' . dimensions in this case). Finally, these overall extrindi®
C} | values are passed to the connected SVNs. The decoder in each

SVN, based on all incoming messages, evaluates the extrinsi
Fig. 4. Passing of extrinsic LLR messages in a 3-dimensigc-pc LLRs and return them to the connect&CNs One global
decoderl denotes the “channel message&”denotes the a priori messagesiteration is completed. When a sufficient number of global

at the input of a SISO decoder afitidenotes the extrinsic LLR messagesitarations are performed the SVNs decode the codeword.

at the output of a SISO decoder. The subscript correspontietaentity of . ' . . L

the SISO decoder. Figures 3 and 4, respectively, illustrate how the extrinsic
LLR messages are passed among the SISO decoders for the

2-dimensional and 3-dimensional SPC-PC decoders.

vector randomly selected from® =~ where T denotes V. RESULTS

svn

the transpose operator; and all “0”s within this block ar&@ grror Performance

substituted by the all-zero v_ectTor of sizex (d, — 1). 1) Different decoding algorithms at SCNs: We adopt(4, 3)
However, each row vector itz can only be used . ! 4
o L SPC codes as constituent codes in all SVNs &hd)
once for each column ifH!. The substitution process . ) ;
. N o SPC-PCs as constituent codes in all SCNs. First, we use a
applies to each column iR . After all substitutions are . :

. a . M, 1 x N, 1 = 250 x 1000 adjacency matrix to construct a
made, the parity-check matrid of the GLDPC code is . ’ )
obtained and is of siz8, M., x Na(dy — 1) GLDPC code of raté).417 and length3000. We denote this

} armspempe N ' code as GLDPC-1. We send the all-zero codewords and we

Note that the encoding complexity of GLDPC codes can bsyme an additive white Gaussian noise (AWGN) channel.
reduced by using quasi-cyclic adjacency matrix, as ilat8tl |y oyr simulations, we set the maximum number of global
in [14] [15]. iterations to50. (Unless otherwise stated, a maximum5of
global iterations are used throughout this paper.)

Figure 5 depicts the bit-error-rate (BER) performance when

Similarly to the standard LDPC code, the message-passiBgDPC-1 is decoded with the algorithm described in Sec-
algorithm is used to allow the exchange of extrinsic informaion IV. The number of local turbo iterations used at the SCN
tion between the SVNs and the SCNs iteratively (based @nset tol, 3 and5. In the same figure, we also plot the BER
the bipartite graph of the adjacency matrix). Moreoverheacurve when GLDPC-1 is decoded by using the algorithm in
super node is regarded as a local decoder, in which a s¢fi} to decode the SCNs. The simulation results show that the
input soft-output (SISO) decoding algorithm is used to dieco BER performance of GLDPC-1 improves when the number of
the constituent code. Since a SPC code is adopted in eaclhogal turbo iterations used to decode the SCNs increases fro
the SVNSs, the corresponding SISO decoder can be readilyo 5. We also observe that whenlocal iterations are used,
implemented with a relatively low complexity [16], [17]. € the proposed decoding algorithm outperforms that in [2] by
complexity of the GLDPC decoder is therefore dominated kabout0.3 dB at a BER of2 x 10~7.
the complexity of the local decoders at the SCNs. Figure 6 presents the cumulative distribution function EgD

Suppose thé4,3)?> SPC-PC shown in Fig. 2 is used as thef LLRs at the SCNs for GLDPC-1 during the first global
constituent code in the SCNs. We propose using local turlieration. Large LLR values imply the code bits are decoded
iterations in the SISO decoder for this code. When messagesrectly with higher reliabilities. The results draw thense
are passed from the SVNs to the SCNs, each SCN treatsclusion as in the above, i.e., the proposed decoding algo
the incoming messages as “channel messages”. To beginritiem with 5 local iterations outperforms that in [2].

IV. DECODING ALGORITHM
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(The average check-node degree of the LDPC code, denoted
by drppc, equals7.41; and the number of check nodes,
denoted byM;ppc, equals1030.) The BER and FER of
the AR4A and the optimized binary LDPC code are shown
in Fig. 7. We can observe that GLDPC-2 outperforms (i) the
AR4A codeby 0.4 dB at a BER ofl0~% and (i) the optimized
binary LDPC code by.25 dB at a BER of2 x 1075.

In Fig. 7, we further re-plot (i) the FER performance of the

(2044, 1022) quasi-cyclic GLDPC code (a pure GLDPC code
with Hamming constraints at SCNs and repetition codes at
SVNs, named as Hamming-GLDPC code) proposed in [14]
and (ii) the BER performance of thg048,1024,0.5) 3G

Turbo code shown in [20]. Note that the Hamming-GLDPC

2) Comparison with other channel codes: We construct Code possesses the same code length and code rate as GLDPC-

another GLDPC code usin,7) SPC codes as constituen, and it is decoded by the Bahl-Cocke-Jelinek-Raviv (BCJR)
codes in all SVNs and4,3)2 SPC-PCs as constituent codeglgorithm at the SCNs. Moreover, a maximumsof (global)

in all SCNs. The size of thadjacency matrix is set to be iterations are used when generating the curves in [14] and
M, 5 x N, = 146 x 292. We then obtain a GLDPC codel20]. The results depicted in Fig. 7 indicate that GLDPC-2
with rate0.5 and lengtr2044, and we denote it as GLDPC-2.0utperforms (i) the Hamming-GLDPC code loy5 dB at a
Using our proposed decoding algorithm withocal iterations FER of 107° and (ii) the 3G Turbo code by.17 dB at a

at the SCNs, the BER and frame error rate (FER) of GLDPCBER of 10~°.

is shown in Fig. 7.

We also simulate the error performance of (i) th
accumulate-repeat-by-4-accumulate (AR4A) code with-rate In Table |, we show the complexity of the decoder for
0.5 and length2048 proposed in [18], and (ii) the optimizeddifferent codes and different decoding algorithms. We olese
binary LDPC code provided in [19]. The rate of the binaryhat for the GLDPC-1 code, the complexity of our proposed
LDPC code is0.4971 and the parity-check matrix is of sizedecoder withw,,., = 5 local turbo iterations is aboui4
1030 x 2048. Moreover, the variable-node and check-nodémes lower than that of the decoding algorithm described
degree distributions of the binary LDPC code are givem [2]. In addition, our proposed decoder usiBdocal turbo

Fig. 6. The CDF of LLRs at SCNs for GLDPC-1 under different afting
algorithms during the first global iteratiod, /No = 1.8 dB.

B Computation Complexity



TABLE |
COMPLEXITY OF THE DECODER FOR DIFFERENT CODES AND DIFFERENTHICODING ALGORITHMS.

Code No. of Multiplications

GLDPC-1 Ma,1 Wmaz DNspe—pe (Nspe — 1)
wmaz = 5 local turbo iterations =250 x5 x2x16 x (4 —1) = 120,000

GLDPC1 Ma,125spe=pe Nype—pe(Nope—pe — 1)

Algorithm in [2] =250 x 2(16-9) % 16 x (16 — 1) = 7,680, 000

GLDPC2 Mo 20maz DNspe—pe (Nspe — 1)
wmaz = 3 local turbo iterations =146 x 3 x 2 x 16 x (4 — 1) = 42,048
Optimized binary LDPC in [19] Myrppc drppc (dippo —1)

=1030 x 7.41 x (7.41 — 1) ~ 48,974
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