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Abstract-In the existing LDA models, class mean vector is
always estimated by the class sample average. In small sample
size problems such as face recognition, however, the class
sample average does not suffice to provide an accurate estimate
of the class mean based on a few of given samples, particularly
when there are outliers in the sample set. To overcome this
weakness, we use the class median vector to estimate the class
mean vector in LDA modeling. The class median vector has two
advantages over the class sample average: (1) the class median
(image) vector preserves useful details in the sample images and
(2) the class median vector is robust to outliers that exist in
training sample set. The proposed median LDA model is
evaluated using three popular face image databases. All
experiment results indicate that median LDA is more effective
than the common LDA and PCA.

I. INTRODUCTION

Fisher linear discriminant analysis (LDA) is a classical
method for feature extraction and dimension reduction

[1]. Like principal component analysis (PCA), in the past
decade, LDA has been applied to face recognition area
successfully. Liu [2] developed a LDA algorithm for face
recognition in 1992. A more popular LDA-based face
recognition technique, discriminant eigenfeatures [3] or
Fisherfaces [4], appeared four-year later. These methods are
based on a concise two-phase framework: PCA plus LDA.
Subsequent research saw the development of a series ofLDA
algorithms [5-9]. Chen [5] proposed a more effective way to
extract the null-subspace discriminant information of LDA
for small sample size problems. Jin [6] proposed an
uncorrelated linear discriminant transform for face
recognition. Yu [7] suggested a direct LDA algorithm to deal
with high dimensional image data. Yang [8] supplied the
theoretical justification for the PCA plus LDA framework.
Liu and Wechsler [9] put forward enhanced LDA models to
improve the generalization power ofLDA in face recognition
applications. In addition, non-linear discriminant analysis,
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represented by kernel Fisher discriminant (KFD), has been
found to be effective in face identification applications [10,
11].
In LDA (or KFD) models, class mean vectors (i.e., the

expectation of the class random samples) are used to
character the between-class and within-class scatters. These
vectors are generally estimated by the class sample averages
(i.e., the average of class random samples). Class sample
averages therefore plan a critical role in the construction of
the between-class and within-class scatter matrices and
finally affect the projection directions of LDA. Since face
recognition is typically a small sample size problem, in which
only a few of image samples are available for training per
class, it is difficult to give an accurate estimate of the class
mean using the class sample average, in particular when there
are outliers in the sample set. The inaccurate estimate of the
class mean must have a negative effect on the robustness of
LDA models.
To overcome the weakness of the LDA models mentioned

above, in this paper, we will use the class median vector,
rather than the class sample average, to estimate the class
mean vector in the LDA modeling. The class median vector
has two main advantages over the class sample average: (1)
the class median (image) vector preserves useful details in the
sample images and (2) the class median vector is robust to
outliers that exist in training sample set (for example, the
images with noise, occlusion, etc). Thus, the median-based
LDA model should be more robust than the current
sample-average based LDA models. We will demonstrate this
by our experiments using three popular face image databases
in this paper.

II. FISHER LINEAR DISCRIMINANT ANALYSIS AND ITS
WEAKNESS

A. Outline ofLDA
LDA seeks to find a projection axis such that the Fisher

criterion (i.e., the ratio of the between-class scatter to the
within-class scatter) is maximized after the projection of
samples. Suppose there are c pattern classes w,')2 -,c,(4 in
N-dimensional pattern vector space. The between-class and
within-class scatter matrices Sb and S., are defined by
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where xi denotes thej-th training sample in class i; I is the

number of training samples in class i; pti is the mean vector
of the population in class i, i.e. ti = E(x1j aoi), where E(-) is

the operator of expectation; and tto is the total mean vector of

the population, i.e. po = E(x,)
Generally, the sample average (or called sample mean) is
used as a estimator of the population mean. So,
pi - E(x, aco) is estimated by the class sample average

1
m; =I,xs", (3)

and po = E(x,,) is estimated by the total sample average

1 c Ii

MO = lixii (4)

The sample average mi and mo always replace the the
population mean ,u; and It0 in the calculation of the matrices

Sb and SW.
The Fisher criterion is defined by

JF (w) S(5)
w Sw (5)

The stationary points of J, (w) are the generalized
eigenvectors wl,W2, , wd of SbW = A2S0w corresponding
to d largest eigenvalues. These stationary points form the
coordinate system of LDA. For a given sample x, we can get
its coordinate by the following linear transform:

y=W x, where W = (wl,w2, ..,wd)

Therefore, when there is enough amount of training samples
in Class i, Iti can be well estimated by the class sample
average mi. However, when there are very few samples
available per class, no theory can guarantee that the estimate
of ji using Equation (3) is accurate. Besides, there are a lot
of instances indicating that the sample average may not
appear representative of the true central region for skewed
data or data with outliers.

In face recognition cases, since each individual only
provides several images for training, by averaging these
training images, the resulting image is always seriously
blurred; some useful details in images are lost. Particularly,
when there are outliers in the training sample set, the class
mean image might be incorrectly located due to the
disturbance of outliers. Fig. 1 shows some examples that the
class-average images fail to give an accurate estimate of the
true "central tendency" of the face.

(a.1) (a.2) (a.3) (a.4, Average) (a.5, Median)

(b. 1) (b.2) (b.3) (b.4, Average) (b.5, Median)

(6)
The vector y is used to represent the sample x for recognition
purpose.

B. Issues ofLDA for Small Sample Size Problems
From Equations (1) and (2), we can see that the class mean

vector plans a central role in the definitions of the
between-class and within-class scatter matrices. Thus, the
accuracy of its estimate must have substantial effect on the
resulting projection directions ofLDA. The class mean vector
(or image)', however, is not prone to being estimated
accurately by the class sample average vector, when there are
only a few of image samples available for training per class.
In a statistical context, the law of large numbers implies that
the average of a random sample from a large population is
likely to be close to the mean of the whole population [12].
From this law, we have

m 1 /
, x Probability (7)

Observe that in image recognition problems, the class mean vector is
generated from the class mean image by stacking the columns of the image.
Similarly, the class sample average vector is generated from the class sample
average image and, the class median vector is from the class median image.

(c.l) (c.2) (c.3) (c.4, Average) (c.5, Median)

Fig. I Sample images of some persons and their average and median
images (The images in the first and second row are from AR database
[17], and those in the third row from Yale database [15]).

III. MEDIAN FISHER LINEAR DISCRIMINANT

A. The Concept ofMedian
In probability theory and statistics, the median defined as a

number that separates the higher half of a sample, a
population, or a probability distribution from the lower half. It
is the middle value in a distribution, above and below which
lie an equal number of values. This states that 1/2 of the
population will have values less than or equal to the median
and 1/2 of the population will have values equal to or greater
than the median [ 13].
To find the median of a finite list of numbers, we need to

sort the list into increasing order first. Then, we pick the
middle entry value ifthere are an odd number of observations.
Otherwise, we often take the average value of the two middle
entry values as the median. Two examples about the choice of
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median are given below:

Example 1: With an odd number of data values, for
example 7, we have:

Data_SET 1={3.3, 3.0, 10, 3.1, 1, 3.2, 3.4}
Ordered Data SET 1 { 1, 3.0, 3.1, 3.2, 3.3, 3.4, 10}
Median=3.2, Average= 3.857

Example 2: With an even number of data values, for
example 8, we have:

Data SET 2={3.3, 3.0, 10, 3.1, 1, 3.2, 3.4, 3.5}
Ordered_ Data SET 2={ 1, 3.0, 3.1, 3.2, 3.3, 3.4, 3.5, 10}
Median=(3.2+3.3)/2=3.25, Average=3.8125

Like the sample average, the median can also be used as an
estimator of the central tendency such as the population
mean. And, it is generally considered that the median is a
more robust estimator of the central tendency than the sample
average for data with outliers (or skewed data). From the
above examples, we can also see that the median does work
better than the average when the outliers "I1" and "10" exist in
the data sets.
A very successful application of the median operator is to

filter design. It turns out that median filter is more effective
than mean filter for noise removal in an image in many cases
[14].

B. Multivariate Statistics. Median Vector and Median
Matrix
Given a random sequence of n-dimensional vectors
ZlZ2 ...**Z q , we can form the following data matrix

Z1l Z12 * Zlq
= Z21 Z22 ..Z2q (

z z ... z
nl n2 nq

Then, the median vector of Z,,Z2,X*Zq can be defined as

M (MI I M2 . Mn)T , where M1 is the median ofelements

on the j-th row of the data matrix Z . Specifically, if the
median operator of a set ofnumbers is denoted by Median (),

then, Mj = Median ({Zj 1,Zj2.. I*Zjq}) -

In a similar way, we can define the median matrix of a
random sequence of matrices. Actually, we do not need to do
so. Instead, we can convert the matrices (by stacking its
columns) into vectors, and then get their median vector from
the definition of the median vector.

C. Median LDA

Given a set of 1I training sample vectors in Class i, we can

obtain its class median vector Mi using the definition given
in the above subsection. Mi is used as an estimator of the
class mean vector pi in our model. In small sample cases,
since each class only provides a few of training samples, the
class median vector Mi generally provides more accurate
approximation to the true central tendency, in particular when

there are outliers in the training samples. Fig. 1 gives some
examples of class median images.
From Fig. 1, it can be seen that (1) the class median images,

preserving more details of the sample images, appear much
clearer than the class sample average images. (2) As an
estimator of the central tendency, median is much more
robust to outliers than the sample average. When there are
rotated images, occluded images or images with exceptional
lighting in the training sample set, median all performs much
better than the sample average. Specifically, median operator
can significantly alleviate the effects of rotations,
illuminations and occlusions onto the true central tendency,
while the sample average cannot.
Besides, it is worthwhile to highlight another merit of

median operator for dealing with outliers. Differing from
some outlier-removing methods, which just simply remove
outliers from the training sample set, the median operator is
capable of utilizing the outliers and deriving any valuable
information from it. For example, in Fig. 1, image (b.2) or
(b.3) can be viewed as outliers with respect to the training
sample set of person (b). The median operator, however, does
not discard them. It still derives the useful information from
the non-occluded parts of these "outlier" images.
Now, let us talk about the estimate of the total mean vector

tto. Although it is possible to use the total median vector to

estimate pt, we still prefer the total sample average mO as

its estimator. There are two justifications for this. First,
differing from the size of training samples within class, the
number of total training samples is generally large. In such a
case, the sample average suffices to provide a satisfying
estimate. Second, to consider from the viewpoint of
computation, large sample size results in significant increase
of computations when median operator is used.

If the class median vector Mi is used to replace ti and

mO (calculated by Equation (4)) is to replace po in the
construction of the between-class and within-class matrices
Sb and SW , the resulting LDA model is called Median LDA
(MLDA). Due to the advantages of class median (image)
vectors over class sample average vectors, MLDA should be
more robust than the common LDA algorithms.

Finally, regarding the implementation of MLDA in
high-dimensional problems like face recognition, a remark
should be made. To avoid the singularity of the within-class
scatter matrix in the high-dimensional observation space, we
would like to adopt the strategy used in Fisherfaces [4]. That
is, PCA is first used for dimension reduction, and then MLDA
is performed in the PCA-transformed space.

IV. EXPERIMENTS

A. Experiment Using the Yale Database
The Yale face database [15] contains 165 images of 15

individuals (each person has 11 different images) under
various facial expressions and lighting conditions. Each
image was manually cropped and resized to 1 OOx80 pixels in

4210



our experiment. The sample images of one person are shown
in Fig. 2.

Fig. 2 Sample images of one person in the Yale database.
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Fig. 3 Recognition rates of PCA, LDA, and MLDA versus the
dimensions on the Yale database, (a) the Euclidean distance is used; (b)
the cosine distance is used.

The experiment was performed using the first five images
(i.e., center-light, w/glasses, happy, left-light, w/no glasses)
per class for training, and the remaining six images (i.e.,
normal, right-light, sad, sleepy, surprised, and wink) for test.
Note that in the training set, the images with left-light in the
training set can be viewed as outliers. PCA (Eigenfaces) [4],
LDA (Fisherfaces) [4], and the proposed MLDA are,
respectively, used for feature extraction. In the PCA phase of

Fisherface and MLDA, we select the number of principal
components as 40. After feature extraction, the nearest
neighbor classifiers with Euclidean distance and cosine
distance are respectively employed for classification. The
recognition rate curves versus the variation of dimensions are
illustrated in Fig. 3.

Fig. 3 shows that MLDA significantly outperforms LDA
and PCA when Euclidean distance is used, and that MLDA
outperforms LDA in most dimensions when cosine distance
is used. The maximal recognition rate ofMLDA with cosine
distance is 98.9% as the dimension is 14, while that ofLDA is
only 96.7%. These results show MLDA is more robust to
outliers than LDA.
Besides, this experiment also show that cosine distance is

more effective than Euclidean distance for each method.
Thus, we will only use cosine distance in the following
experiments.

B. Experiment Using the ORL Database
The ORL (or called AT&T) database [16] contains face

images from 40 subjects, each providing 10 different images.
For some subjects, the images were taken at different times,
varying the lighting, facial expressions and facial details. The
size of each image is 92x1 12 pixels, with 256 grey levels per
pixel.
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Fig. 4 Recognition rates of PCA, LDA, and MLDA versus the
dimensions on the ORL database when cosine distance is used.

TABLE I
THE MAXIMAL RECOGNITION RATES (%) OF PCA, LDA, AND MLDA USING

COSINE DISTANCE ON THE ORL DATABASE AND THE CORRESPONDING
DIMENSIONS

Method PCA LDA MLDA
Recognition rate 93.5 95.0 97.0
Dimension 26, 28 30 22, 24, 30-38

In our experiments, the first 5 images of each
individual are used for training, and the remaining 5
images are used for test. PCA, LDA and MLDA are,
respectively, used for feature extraction. In the PCA
phase of LDA and MLDA, the number of principal
components is set as 80. Finally, a nearest-neighbor
classifier with cosine distance is employed for
classification. The recognition rate versus the dimension

4211



is plotted in Fig. 4. Fig. 4 indicates MLDA consistently
performs better than LDA and PCA as the dimension
varies from 10 to 39. Table 1 shows the maximal
recognition rate ofMLDA is 97.0%, while that of LDA
is 95.0%.

C. Experiment Using the AR Database
The AR face [17, 18] contains over 4,000 color face images

of 126 people (70 men and 56 women), including frontal
views of faces with different facial expressions, lighting
conditions and occlusions. The pictures of 120 individuals
(65 men and 55 women) were taken in two sessions
(separated by two weeks) and each section contains 13 color
images. All face images of these 120 individuals are used in
our experiment. The face portion of each image is manually
cropped and then normalized to 50 x 40 pixels. The sample
images of one person are shown in Fig. 5. The details of these
images include: (a) neutral expression, (b) smile, (c) anger,
(d) scream, (e) left light on, (f) right light on, (g) all sides light
on; (h) wearing sun glasses, (i) wearing sun glasses and left
light on, (j) wearing sun glasses and right light on, (k) wearing
scarf, (1) wearing scarfand left light on, and (m) wearing scarf
and right light on.

4y7*-X * -I

(e) (f)

Fig. 5 Sample images of one person in the AR database.

We designed two experiments, depending on whether the
occluded images are included in the training sample set or
not. In the first experiment, we use three images, i.e. (a), (h)
and (k) of each individual for training, the remaining 23
images for test. In the second one, we use another set of three
images, i.e. (a), (b) and (c) for training, the remaining 23
images for test. In both experiments, PCA, LDA, and MLDA
are, respectively, used for face representation. In the PCA
phase of LDA and MLDA, the number of principal
components is set as 150. Finally, a nearest-neighbor
classifier with cosine distance is employed for classification.
The recognition rate curves versus the variation of training
sample sizes are shown in Fig. 6, and the maximal recognition
rate of each method is listed in Table 2. Fig. 6 and Table 2
shows MLDA significantly outperforms LDA and PCA,
whether the training set includes occluded images or not.

°0 50

0.45/
-0- PCA

0.~ V LDA

MLDA
0.35 _ .

10 20 30 40 50 60 70 80 90 100 110 120
Dimension

(a)

0.55-

05

-0.45-

0.4-

0.35 -E--- PCA

I ~~~~~~~~~~~V-LDA

-MLDA
0.3

10 20 30 40 50 60 70 80 90 100 110 120
Dimension

(b)
Fig. 6 Recognition rates of PCA, LDA, and MLDA versus the
dimensions on the AR database, (a) the training set includes occluded
images; (b) the training set does not include occluded images.

TABLE 2
THE MAXIMAL RECOGNITION RATES (%) OF PCA, LDA, AND MLDA

ON THE AR DATABASE WHEN COSINE DISTANCE IS USED

Training set PCA LDA MLDA
{(a), (h), (k)} 65.2 72.8 78.2
{(a), (b), (c)} 51.8 54.5 57.2

V. CONCLUSIONS

In this paper, the class median vector, rather than the class
sample average, is used to estimate the class mean vector in
the LDA modeling. As an estimator the class mean vector, the
class median vector has two main advantages over the class
sample average in small sample size cases: (1) the class
median (image) vector preserves useful details in the sample
images and (2) the class median vector is robust to outliers
that exist in training sample set (for example, the images with
noise, occlusion, etc). These characteristics make the
proposed median LDA (MLDA) model more robust than the
common LDA models. We demonstrate the effectiveness of
the proposed model using three popular face image databases
and show that MLDA outperforms LDA and PCA.
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