A Technique for Extracting Physiological Parameters and the Required Input Function Simultaneously from PET Image Measurements: Theory and Simulation Study
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Abstract—Positron emission tomography (PET) is an important tool for enabling quantification of human brain function. However, quantitative studies using tracer kinetic modeling require the measurement of the tracer time-activity curve in plasma (PTAC) as the model input function. It is widely believed that the insertion of arterial lines and the subsequent collection and processing of the biomedical signal sampled from the arterial blood are not compatible with the practice of clinical PET, as it is invasive and exposes personnel to the risks associated with the handling of patient blood and radiation dose. Therefore, it is of interest to develop practical noninvasive measurement techniques for tracer kinetic modeling with PET. In this paper, a technique is proposed to extract the input function together with the physiological parameters from the brain dynamic images alone. The identifiability of this method is tested rigorously by using Monte Carlo simulation. The results show that the proposed method is able to quantify all the required parameters by using the information obtained from two or more regions of interest (ROI’s) with very different dynamics in the PET dynamic images. There is no significant improvement in parameter estimation for the local cerebral metabolic rate of glucose (LCMRGlc) if the number of ROI’s are more than three. The proposed method can provide very reliable estimation of LCMRGlc, which is our primary interest in this study.

Index Terms—Modeling, noninvasive measurement, positron emission tomography (PET), simulation.

I. INTRODUCTION

The use of the tracer kinetic modeling technique in positron emission tomography (PET) enables quantification of physiological and biochemical processes in humans in vivo. Measurements of the tracer time-activity curves in both plasma (PTAC) and tissue (TTAC) are required to estimate the physiological parameters, i.e., to fit the parameters of certain compartmental models by using PTAC and TTAC as the model input and output functions, respectively. The input PTAC are usually obtained by taking blood samples invasively from an artery (or arterialized vein) [1], [2].

It is generally accepted that the insertion of arterial lines and the subsequent collection and processing of arterial blood is not compatible with the practice of clinical PET, as it requires extra personnel and processing time, exposes the patient to the risks associated with the insertion of an arterial line, and exposes personnel to the risks associated with the handling of patient blood and increased radiation from proximity to the patient [3]. Therefore, it is of interest to develop practical noninvasive techniques for tracer kinetic modeling with PET. Watabe et al. recently presented a method for the pixel-by-pixel quantification of regional cerebral blood flow (rCBF) by using Oxygen-15 water [4]. They defined two regions as grey matter and whole brain, respectively. Two equations representing two regions derived from the CBF model were utilized for eliminating blood terms. The method can accurately detect relative changes in CBF, which is mainly restricted to brain activation studies. Carson et al. presented a method for absolute CBF determination without a measured input function by also using Oxygen-15 water and PET [5]. They treated the unmeasured $M$-discrete blood samples as the $M$-unknown parameters to be estimated during the modeling process together with the $N$-pixel blood flow parameters. In other words, $N + M$ parameters would be estimated from the $M$-scan frames, with the total number of measurements being $N \times M$. If the number of scan frames is large, the computational complexity is very high. Moreover, this method is difficult to extend to the tracer fluoro-deoxy-glucose (FDG) for glucose metabolism or other general second-order systems, as many discrete PTAC sample values are involved.

In cardiac studies, input functions can be derived noninvasively from regions of interest (ROI’s) drawn on the vascular structures, such as the left ventricle (LV), visualized on the PET images [6]. However, the input functions obtained in this manner are extremely noisy and severely contaminated by the radioactivity from adjacent tissue. The direct use of such input functions in modeling increases the statistical uncertainties in the estimated model parameters [7]. Furthermore, the vascular structures visualized during FDG brain imaging are insufficient for this method.
With the aim of solving the noise and spillover problems in noninvasive measurements, various PTAC models have been studied based on the FDG experimental data obtained from blood samples. The use of a model for PTAC to filter the noisy input function during the physiological parameter estimation procedure can significantly improve estimation accuracy [8], [9]. Among these studies of PTAC models, a fourth-order model with a pair of repeated eigenvalues can best describe the complicated behavior of PTAC in PET studies [9].

There have been a number of methods proposed for the simplification of FDG studies. One was proposed by Hutchins et al. for an efficient quantification of FDG studies by using single-scan frame for the estimation of local cerebral metabolic rate of glucose (LCMRGlc) [10], while some studies on the noninvasive measurement of input function have also been reported in the literature [11], [12]. In this paper, a new technique is proposed to extract the input function together with the physiological parameters from brain dynamic images either with or without late venous blood samples. The identifiability of this method is tested by using Monte Carlo simulation. We used the FDG three-compartment model as an example to investigate the technique.

II. THEORY

A. Plasma Time-Activity Input Function

The PTAC $c_p^*(t)$ is used as the input function in modeling the tracer kinetic model. PTAC is usually represented by a sequence of blood samples. A model for PTAC was proposed in [9], which has been used in optimizing the input-function sampling schedule [13], in correcting the contaminated input function [14], [15], and in using the indirectly measured input functions [16]. We are going to use this model here to extract the input function from the overall PET measurements. The mathematical expression for this PTAC model without the delay factor is given by

$$c_p^*(t) = (A_1 t - A_2 - A_3)e^{\lambda_1 t} + A_2 e^{\lambda_2 t} + A_3 e^{\lambda_3 t}$$

where $\lambda_1$, $\lambda_2$, and $\lambda_3$ (in min$^{-1}$) are the eigenvalues of the model and $A_1$ (in $\mu$Ci/ml/min), $A_2$ and $A_3$ (in $\mu$Ci/ml) are the coefficients of the model. A typical PTAC curve is shown in Fig. 1.

B. FDG Model

The three-compartment FDG model (shown in Fig. 2) was originally proposed by Sokoloff et al. [17] and further extended by Huang et al. [1] and Phelps et al. [2]. This three-compartment model is going to be used in our study as an example to illustrate the new method. The differential equations describing the kinetics of FDG for the three-compartment model are given by

$$\frac{d}{dt} c_p^e(t) = k_{11} c_p^*(t) - (k_{21} + k_{31}) c_p^e(t) + k_{31} c_p^m(t)$$

$$\frac{d}{dt} c_m^e(t) = k_{22} c_p^e(t) - k_{32} c_m^e(t)$$

$$c_v^e(t) = c_p^e(t)$$

where $k_{11} - k_{31}$ are the rate constants, $c_p^e(t)$ is the FDG concentration in plasma, $c_t^e(t)$ is the free FDG in tissue, $c_v^e(t)$ is the concentration of FDG-6-phosphate in tissue, and $c_p^e(t)$ is the
total tissue activity. The solution of $c_{f}^{d}(t)$ is given by

$$c_{f}^{d}(t) = \left\{ \frac{k_{f}^{d}}{\alpha_{2} - \alpha_{1}} \left[ (k_{f}^{d} - \alpha_{1}) e^{-\alpha_{1} t} + (\alpha_{2} - k_{f}^{d}) e^{-\alpha_{2} t} \right] + \frac{k_{f}^{d} k_{f}^{*}}{\alpha_{2} - \alpha_{1}} \left( e^{-\alpha_{1} t} - e^{-\alpha_{2} t} \right) \right\} \otimes c_{p}^{d}(t)$$

(5)

where

$$\alpha_{1,2} = \frac{k_{f}^{d} + k_{f}^{*} + k_{f}^{d}}{2} + \sqrt{(k_{f}^{d} + k_{f}^{*} + k_{f}^{d})^2 - 4k_{f}^{d} k_{f}^{d}}$$

(6)

and $\otimes$ denotes the operation of convolution. Equation (5) can then be described by the macroparameters of the model as

$$c_{f}^{d}(t) = (B_{1} e^{-L_{1} t} + B_{2} e^{-L_{2} t}) \otimes c_{p}^{d}(t)$$

(7)

where

$$B_{1} = \frac{k_{f}^{d} (k_{f}^{d} + k_{f}^{*} - \alpha_{1})}{\alpha_{2} - \alpha_{1}}$$

and

$$L_{1} = \alpha_{1}$$

$$B_{2} = \frac{k_{f}^{d} (\alpha_{2} - k_{f}^{d} - k_{f}^{*})}{\alpha_{2} - \alpha_{1}}$$

and

$$L_{2} = \alpha_{2}$$

are the macroparameters in the FDG model and $c_{p}^{d}(t)$ is the PTAC.

In dynamic PET studies, the calculation of the rate constants requires the TTAC generated from sequential tomographic images. The total activity of tracer in tissue, however, includes the activity in the vascular space of tissue, which is very high in the early time of the scanning period. The contribution of the activity in the vascular space of tissue can cause significant errors in the estimation of the model rate constants and the derived value of the local cerebral metabolic rate of glucose (LCMRGlC) [18]. In view of this, a cerebral blood volume (CBV) term is included in the FDG model to account for this effect and to model the in vivo situation. The observed total tissue activity, $c_{f}^{d}(t)$, is

$$c_{f}^{d}(t) = (1 - \text{CBV}) \cdot c_{f}^{d}(t) + \text{CBV} \cdot c_{f}^{*}(t)$$

(8)

where $B_{1}$, $L_{1}$, $B_{2}$, and $L_{2}$ are defined above. With the measurements of both PTAC $c_{p}^{d}(t)$ and TTAC $c_{f}^{d}(t)$, (8) can be used to estimate $B_{1}$, $L_{1}$, $B_{2}$, $L_{2}$, and CBV via the nonlinear regression method. Once the macroparameters are estimated, the corresponding microparameters ($k_{f}^{d}$ - $k_{f}^{*}$) can thus be obtained by the following simple algebraic relations:

$$k_{f}^{d} = B_{1} + B_{2}$$

$$k_{f}^{*} = \frac{B_{1} L_{1} + B_{2} L_{2}}{B_{1} + B_{2}}$$

$$k_{f}^{d} = \frac{B_{1} L_{1} + B_{2} L_{2}}{B_{1} + B_{2}} - \frac{L_{1} L_{2} (B_{1} + B_{2})}{B_{1} L_{1} + B_{2} L_{2}}$$

$$k_{f}^{*} = \frac{L_{1} L_{2} (B_{1} + B_{2})}{B_{1} L_{1} + B_{2} L_{2}}$$

and their formulation are the same as those given by [1] and [2]. LCMRGlc can then be calculated by the following formula [2]:

$$\text{LCMRGlC} = \frac{1}{L_{C}} \frac{k_{f}^{d} k_{f}^{*}}{k_{f}^{*} + k_{f}^{d}} c_{p}$$

(9)

where LC is the lumped constant that embodies the difference between FDG and glucose in transportation and phosphorylation, and it is usually assumed to be constant. $c_{p}$ denotes the “cold” glucose concentration in plasma, which can be obtained from external blood sampling. Further details and assumptions about LC can be found in [1]. Estimation of $k_{f}^{d}$ - $k_{f}^{*}$, the CBV, the combined parameter $K = k_{f}^{d} k_{f}^{*} / (k_{f}^{d} + k_{f}^{*})$, and the determination of the PTAC are our primary interest in this study.

C. PET Measurements

The PET measurements are the accumulated counts of photons for each particular time interval $I_{k}$ ($k = 1, 2, \cdots, M$). Therefore, the PET measurements obtained during a sequence of time interval $I_{k}$ are affected by the length of the corresponding time intervals. In this paper, the average value over the length of the scanning interval is used as $c_{f}^{d}(t_{k}^{*})$, which equals

$$c_{f}^{d}(t_{k}^{*}) = \frac{1}{\Delta t_{k}} \int_{t_{k-1}}^{t_{k}} c_{f}^{d}(t) dt$$

(10)

where $t_{k}^{*} = (t_{k-1} + t_{k})/2$ and $\Delta t_{k} = t_{k} - t_{k-1}$ is the length of scanning interval $I_{k}$.

D. PET Measurement Variance Structure

It is very important to have an appropriate variance structure to account for the effects of the length of scanning time on the measurement. As the measurements in PET are actually the average of counts acquired during the scanning intervals, the variances of the measurement noise are proportional to the radioactivity concentrations and inversely proportional to the lengths of the scanning intervals [8], [14]. Therefore, the variance structure of PET measurement can be described as

$$\sigma_{\dot{c}}^{2}(t_{k}^{*}) = \alpha \frac{c_{f}^{d}(t_{k}^{*})}{\Delta t_{k}}$$

(11)

where $\sigma_{\dot{c}}^{2}(t_{k}^{*})$ are the corresponding variances of the output function measurements at midpoint $t_{k}^{*}$ of the $k$th scanning interval and $\alpha$ is the proportionality constant that determines the noise level in the measurement.
E. The Proposed New Method

For a given output curve of a linear time-invariant system, if the system transfer function is known, we can use deconvolution techniques to obtain the input function, or if the input function is known, we can estimate the transfer function. Nevertheless, we cannot obtain the input function and the system transfer function simultaneously from the single output function. In PET dynamic studies, multiple output functions can be obtained from different ROI’s, as shown in Fig. 3. These output functions or measurements are the convolution of the physiological impulse-response functions (IRF’s) corresponding to the local regions with the input function (PTAC). The PTAC and physiological parameters may thus be estimated simultaneously from two or more output curves (TTAC’s) sampled from various regions in the dynamic images.

Although using more ROI information may provide more reliable parameter estimation, the number of parameters to be estimated and the computational complexity will also be increased. Therefore, we need to find how many ROI’s are adequate to be used in parameter estimation. In the following study, we compare the identifiability and reliability for parameter estimation using the information obtained from two, three, and four ROI’s. In addition, we are going to show the results when only TTAC’s are used for parameter estimation and what happens when a couple of blood samples are used to help quantification of parameters in IRF’s and PTAC.

III. SIMULATION STUDY

A. Generation of Simulation Data

Computer simulation was performed to test the identifiability and reliability of the proposed method. The PTAC \( c_p^p(t) \) was generated from (1) with the average values obtained in [9]: \( A_3 = 851.1225, A_2 = 21.8708, A_3 = 20.8113, \lambda_1 = -4.1339, \lambda_2 = -0.1191, \) and \( \lambda_3 = -0.0104 \), sampled at 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, 2.5, 3, 3.5, 7, 10, 15, 20, 30, 60, 90, and 120 min. Fig. 1 shows the input function generated by using the above set of parameters and sampling schedule. The TTAC’s \( c_p^f(t) \) were calculated according to (8) by using \( c_p^f(t) \), given above, and four sets of typical microparameters of the FDG models obtained in human study [18], as shown in Table I. For each TTAC, there were 22 scanning intervals, consisting of 10 \( \times \) 12-s scans, 2 \( \times \) 0.5-min scans, 2 \( \times \) 1-min scans, 1 \( \times \) 1.5-min scan, 1 \( \times \) 3.5-min scan, 2 \( \times \) 5-min scans, 1 \( \times \) 10-min scan, and 3 \( \times \) 30-min scans. A pseudorandom number generator was used to generate the Gaussian noise added on to \( c_p^f(t) \), according to the error variance formula (11), in which \( \epsilon_k \) was set to 0.1, 0.5, 1.0, 2.0, and 4.0, respectively.

B. Implementation of the New Method

Use of Blood Samples: In the PTAC model, the last two parameters \( A_3 \) and \( \lambda_3 \) will dominate the tail of the PTAC function (i.e., when \( t \) is greater than a large constant or near the end of the scanning period). In practical applications, these two parameters can be determined by fitting two or more blood samples measured near the end or after the image scanning, as blood samples are needed to measure the cold glucose concentration anyway. Thus, the computational complexity for simultaneous fitting of the parameters of the PTAC and the IRF’s can be reduced, while the numerical identifiability of the parameters can also be improved. In our simulation, these two parameters were kept constants to emulate the act of blood sampling of the two blood samples at time instants for \( t = 90 \) and \( t = 120 \) min, respectively, i.e., the last two time instants of the PTAC sampling schedule given above. On the other
hand, the effects of ignoring these two blood samples to the quantification of the parameters in IRF’s and PTAC have also been studied by simultaneous fitting of the parameters in PTAC and IRF’s without the two blood samples, and the results are also compared to those obtained with the blood samples to see the changes in precision and accuracy of the estimated parameters in IRF’s and PTAC.

Cost Function: The parameters in the tissue IRF’s and the parameters in the PTAC model were estimated simultaneously using the weighted nonlinear least-squares (WNLS) method. The total number of parameters to be estimated in $m$-ROI’s ($m > 1$) is $5m$, as there are five parameters ($k^+_{0}$ - $k^+_{4}$ and CBV) in the FDG model. Thus, the total number of parameters to be estimated in simultaneous fitting is $5m + P$, where $P$ is the number of parameters to be estimated in PTAC. The value of this number is dependent on whether two blood samples are used in fitting. If two blood samples are used, i.e., $A_3$ and $A_2$ are known a priori, $P$ is equal to four, as only $A_1$, $A_2$, and $A_3$ in PTAC are to be estimated; otherwise, $P$ should be equal to six, which is the total number of parameters given in (1).

In the simulation, the Levenberg–Marquardt algorithm [19], [20] was used to optimize the following cost function:

$$\phi(\theta) = \sum_{i=1}^{m} \sum_{j=1}^{n} w_{ij} \left[ \left( \int_{0}^{T} c^*_i(t) \otimes h(t; k^+_{0}, k^+_{2}, k^+_{3}, k^+_{4}, \text{CBV}; t) dt \right) \right]^2$$

where $c^*_i(t)$ is the PTAC function (1) with $P$ (either four or six) parameters to be estimated; $h(t; k^+_{0}, k^+_{2}, k^+_{3}, k^+_{4}, \text{CBV}; t)$ is the impulse response of the $i$th ROI, in which $k^+_{0}$ - $k^+_{4}$ are the rate constant parameters and CBV is the cerebral blood volume; $\delta(t)$ is a Dirac-delta function; $n$ is the number of samples for each TTAC; $c_T$, is the $i$th tissue response curve, that is, the $i$th TTAC function; and $\theta$ is a parameter vector containing the $5m + P$ parameters. For the WNLS method, the weight during the simulation is the inverse of the error variance. Therefore, the weight $w_{ij}$, which is equal to the inverse of the error variance ($1/\sigma^2_{ij}$) is used to obtain the smallest variance of estimates. The estimation method, which uses $\phi(\theta)$ as the cost function, is referred to as the new method in the following discussion.

C. StatisticalCriteria

Various statistical values, such as mean, standard deviation (SD), coefficient of variation (CV), and bias were calculated from the 100 simulation runs for each noise level. Only one run was done for noise-free data. The coefficient of variation of a parameter estimate is calculated from

$$\text{CV}_P = \frac{\text{SD}_P}{\left| \overline{P} \right|} \times 100\%$$

where $P$ is the parameter estimated over 100 runs and $\text{SD}_P$ is the standard deviation of $P$, and the bias is calculated in the following way:

$$\text{Bias} = \left| \frac{P_{\text{true}} - \overline{P}}{P_{\text{true}}} \right| \times 100\%$$

where $P_{\text{true}}$ is the true parameter value of $P$, and $\overline{P}$ is the mean value obtained from the proposed method. The above statistical values were mainly used as the criteria to evaluate the performance of the proposed method.

IV. RESULTS AND DISCUSSION

A. Recovery of the Input Function

Table II shows the statistical results of PTAC function parameters with a different number of ROI’s used, in which (a) corresponds to the results obtained from noise-free data ($\alpha = 0.0$) and (b)–(f) correspond to the results obtained from noisy data under different noise levels. In this table, the mean values and the biases of the parameter estimates are given. For each entry showing the number of ROI’s used, there are two rows of results, in which the top rows (designated by i) are the results obtained without the use of blood samples, while the results shown at the bottom rows (designated by ii) are obtained with the use of blood samples. Note that the values and biases of $A_3$ and $A_2$ are equal to their true values and zero, for all rows designated by ii (i.e., with blood samples) for a different number of ROI’s used, since the two blood samples are kept constant, which in turn, have fixed the values of these two parameters. The residual sum of squares (RSS) and the area under the estimated curves (AUC’s) are also tabulated in the last two columns of the same table.

It would be useful to know how many ROI’s are adequate for accurate parameter estimates with reasonable computational complexity. From Table II, it is clearly seen that the estimation results of the PTAC function parameters obtained from three and four ROI’s are almost equivalent and are generally better than those obtained from two ROI’s, by assessing the biases of the parameter estimates to their true values under the same noise level. In other words, two ROI’s are already able to provide sufficient information to quantify the PTAC function. As the number of ROI’s used increases, the biases of the parameter estimates and RSS are generally decreased, and the calculated AUC’s will approach the one covered by true PTAC. This is as expected because more ROI’s may provide more information of the input function to be recovered if the additional ROI’s have kinetics differences from those being used.

The advantages of using the blood samples are obvious if we analyze the RSS and AUC’s given in Table II. The RSS of PTAC’s generated with the parameter estimates obtained

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>SET OF RATE CONSTANTS USED IN THE SIMULATION STUDY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>Rate constants</td>
</tr>
<tr>
<td></td>
<td>$k^+_{0}$ (ml/min/g)</td>
</tr>
<tr>
<td>Grey matter</td>
<td>0.041</td>
</tr>
<tr>
<td>White matter</td>
<td>0.023</td>
</tr>
<tr>
<td>Tumor</td>
<td>0.028</td>
</tr>
<tr>
<td>Hemisphere</td>
<td>0.034</td>
</tr>
</tbody>
</table>
without using the blood samples in estimation are much larger than those with them. The AUC’s, however, are much less than those calculated from PTAC’s, whose parameters are estimated with blood samples. In addition, the quality of the parameter estimates is poor in terms of the biases if the blood samples are not used in the estimation process. It appears that $A_3$ deviates very much from their true values, though the scaling parameter can be estimated very accurately.

On the other hand, the recovered input curves generated from the parameter estimates obtained with the use of blood samples can closely resemble the true input curve. The RSS and biases are generally much better than those estimated without the use of blood samples, and the calculated AUC’s are very close to the one covered by the true input function. The true input function and the fitted PTAC’s estimated with a different number of ROI’s at the highest noise level ($\alpha = 0$) are plotted in Fig. 4. It is not difficult to see that the estimated input curve is underestimated after 20 min [Fig. 4(a)] and the peak region is overestimated [Fig. 4(b)] if the blood samples are not used during estimation. As a result, the area covered is underestimated by 9–25% on the average. However, the fitted PTAC’s (with the use of blood samples during estimation) agree well with the true input function in terms of their shapes and the areas covered.

B. Estimation of $k_p^a$–$k_p^b$, CBV, and $K$

Tables III and IV summarize the results of the IRF’s parameters estimated using two, three, and four ROI’s, with and without the blood samples in the estimation process. It can be seen that two ROI’s have already been able to provide estimated very much from their true values, though the scaling parameter $A_3$ can be estimated very accurately.

On the other hand, the recovered input curves generated from the parameter estimates obtained with the use of blood samples can closely resemble the true input curve. The RSS and biases are generally much better than those estimated without the use of blood samples, and the calculated AUC’s are very close to the one covered by the true input function. The true input function and the fitted PTAC’s estimated with a different number of ROI’s at the highest noise level ($\alpha = 40$) are plotted in Fig. 4. It is not difficult to see that the estimated input curve is underestimated after 20 min [Fig. 4(a)] and the peak region is overestimated [Fig. 4(b)] if the blood samples are not used during estimation. As a result, the area covered is underestimated by 9–25% on the average. However, the fitted PTAC’s (with the use of blood samples during estimation) agree well with the true input function in terms of their shapes and the areas covered.
Fig. 4. (a) Graph shows the generated input function and the fitted PTAC's obtained from using a different number of ROI’s in simulation (noise level $\alpha = 4.0$) and (b) graph shows the expanded peak region from 0–10 min. In all of the graphs, solid lines with symbols $\times$, $\Delta$, and $\bullet$ are the results obtained from using two venous samples with two, three, and four ROI’s, respectively, while dashed lines with symbols $\times$, $\Delta$, and $\bullet$ are the results obtained from using image information only, i.e., without using the two venous samples for parameter estimation. A solid line with symbol $+$ is the generated input function.

sufficient information to quantify the parameters in IRF’s and PTAC. In general, additional ROI’s can provide improved parameter estimation accuracy. However, there is no significant improvement of parameter estimation accuracy if more than three ROI’s are used, unless the kinetics in the fourth region are very different from those in the three regions being used.

It would be of interest to see the improvement in parameter estimation accuracy if late blood samples are used to help recovery of the input function and the estimation of $k_{10}^l$, $k_{10}^s$, CBV in IRF’s. Without using blood samples in the estimation process, there are very large fluctuations in parameter estimates of IRF’s. It can been seen from Tables III and IV that the
TABLE III
ESTIMATES OF RATE CONSTANTS $k_1^r$, $k_2^r$, $k_3^r$, the CBV, and the Combined Parameter $K$ in Grey Matter for Different Noise Levels, Estimated with and Without Using the Information of the Two Blood Samples. $\alpha$ Corresponds to the Proportionality Constant that Defines the Simulated Noise Levels. The Mean Values $F_1^r$, $F_2^r$, CBV, and $K$ Are Calculated from 100 Simulation Runs

<table>
<thead>
<tr>
<th>No. of ROIs used</th>
<th>Parameter estimates</th>
<th>With blood samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_1^r$ $k_2^r$ $k_3^r$ $k_4^r$ CBV $K$</td>
<td>$k_1^r$ $k_2^r$ $k_3^r$ $k_4^r$ CBV $K$</td>
</tr>
<tr>
<td>true value</td>
<td>0.0110 0.1190 0.0640 0.0075 5.80 0.0143</td>
<td>0.0110 0.1190 0.0640 0.0075 5.80 0.0143</td>
</tr>
<tr>
<td>(a): 1 run with noise level $\alpha = 0.0$</td>
<td>0.0110 0.1190 0.0640 0.0075 5.80 0.0143</td>
<td>0.0110 0.1190 0.0640 0.0075 5.80 0.0143</td>
</tr>
<tr>
<td>2 ROIs</td>
<td>0.0361 0.0801 0.0509 0.0041 5.55 0.0159</td>
<td>0.0361 0.0801 0.0509 0.0041 5.55 0.0159</td>
</tr>
<tr>
<td>(b): 100 runs with noise level $\alpha = 0.1$</td>
<td>0.1507 0.1150 0.0508 0.0041 5.50 0.0143</td>
<td>0.1507 0.1150 0.0508 0.0041 5.50 0.0143</td>
</tr>
<tr>
<td>3 ROIs</td>
<td>0.0367 0.0828 0.0638 0.0020 4.73 0.0159</td>
<td>0.0367 0.0828 0.0638 0.0020 4.73 0.0159</td>
</tr>
<tr>
<td>4 ROIs</td>
<td>0.0360 0.1100 0.0708 0.0066 5.68 0.0144</td>
<td>0.0360 0.1100 0.0708 0.0066 5.68 0.0144</td>
</tr>
<tr>
<td>(c): 100 runs with noise level $\alpha = 0.5$</td>
<td>0.0367 0.0831 0.0588 0.0020 4.81 0.0154</td>
<td>0.0367 0.0831 0.0588 0.0020 4.81 0.0154</td>
</tr>
<tr>
<td>2 ROIs</td>
<td>0.0377 0.0838 0.0574 0.0019 4.91 0.0153</td>
<td>0.0377 0.0838 0.0574 0.0019 4.91 0.0153</td>
</tr>
<tr>
<td>(d): 100 runs with noise level $\alpha = 1.0$</td>
<td>0.0389 0.1155 0.0722 0.0059 5.72 0.0148</td>
<td>0.0389 0.1155 0.0722 0.0059 5.72 0.0148</td>
</tr>
<tr>
<td>3 ROIs</td>
<td>0.0389 0.1441 0.0852 0.0058 5.53 0.0116</td>
<td>0.0389 0.1441 0.0852 0.0058 5.53 0.0116</td>
</tr>
<tr>
<td>4 ROIs</td>
<td>0.0381 0.1090 0.0653 0.0018 5.13 0.0153</td>
<td>0.0381 0.1090 0.0653 0.0018 5.13 0.0153</td>
</tr>
<tr>
<td>(e): 100 runs with noise level $\alpha = 2.0$</td>
<td>0.0389 0.1370 0.0792 0.0051 5.70 0.0115</td>
<td>0.0389 0.1370 0.0792 0.0051 5.70 0.0115</td>
</tr>
<tr>
<td>2 ROIs</td>
<td>0.0401 0.1357 0.0700 0.0056 5.66 0.0145</td>
<td>0.0401 0.1357 0.0700 0.0056 5.66 0.0145</td>
</tr>
<tr>
<td>(f): 100 runs with noise level $\alpha = 4.0$</td>
<td>0.0390 0.1209 0.0650 0.0050 5.42 0.0142</td>
<td>0.0390 0.1209 0.0650 0.0050 5.42 0.0142</td>
</tr>
<tr>
<td>3 ROIs</td>
<td>0.0404 0.1426 0.0738 0.0055 5.42 0.0142</td>
<td>0.0404 0.1426 0.0738 0.0055 5.42 0.0142</td>
</tr>
<tr>
<td>4 ROIs</td>
<td>0.0399 0.1436 0.0792 0.0046 5.55 0.0145</td>
<td>0.0399 0.1436 0.0792 0.0046 5.55 0.0145</td>
</tr>
</tbody>
</table>

forward-transport rate constant $k_1^r$ and the dephosphorylation rate constant $k_3^r$ are significantly underestimated (2–15% for $k_1^r$ and 10–80% for $k_3^r$), while there are very large deviations of the reverse-transport rate constant $k_2^r$ (maximum ±25%) and the phosphorylation rate constant $k_4^r$ (maximum ±20%) from their true values. However, their parameter estimates are very stable if blood samples are used during the estimation. For the CBV, the fluctuations of parameter estimates are moderate (about 10% on the average), which reveal that the parameter estimates are at an acceptable accuracy level.

Figs. 5 and 6 plot the CV’s as a function of noise level for all of the parameters in IRF’s of grey matter and white matter, respectively. By investigating the CV’s, we can observe that the CV’s of some of the parameter estimates are very large even if blood samples are used in the estimation process. Examples include the estimation of $k_1^r$ and $k_3^r$. As expected, the forward-transport rate constant $k_1^r$ can be estimated very accurately because it is the most sensitive parameter in the FDG model. The dephosphorylation rate constant $k_3^r$, however, is the poorest among all parameters in IRF. The improvement in parameter estimation with the use of blood samples is also revealed in these figures. The CV’s of parameter estimates obtained without the use of blood samples are generally higher than those obtained with them. This justifies the use of blood samples to help the estimation of parameters in IRF’s and the recovery of the input function without introducing any additional burden, but it greatly improves the quality of identification in the present study.

Note that one of our major goals in modeling is to estimate $K$ or, equivalently, the LCMRGlc. The statistical results given in Tables III and IV demonstrate that $K$ can be estimated very reliably with the new method. It is clear that if late blood samples are used in the estimation, the new method can provide an unbiased estimation of $K$. Considerable overestimation of $K$ (up to 11 and 5% on the average) can be observed if late blood samples have not been used in the estimation. This may be due to very large variations in rate constants $k_2^r$ and $k_4^r$ and significant underestimation of $k_1^r$ and $k_3^r$. Figs. 5(f) and 6(f) show the CV’s of estimated values of $K$ in grey matter and white matter, respectively. It can be seen that the CV’s of $K$ obtained without the blood samples are generally larger than those with them. This is as expected since uncertainties in rate constants are much smaller and their estimates are more reliable if the blood samples are used during the estimation. As a result, $K$ can be estimated very accurately and the corresponding CV’s are also smaller.

As discussed previously, if output data obtained from a single ROI alone are used, we are able to identify neither the FDG model parameters nor the input function parameters. From the above results, we can see that when two ROI’s...
are used, the parameters in the FDG models and the input function are identifiable. However, if the kinetics of these two ROI’s are identical, no additional independent information is added. We still have insufficient information to identify the required parameters. In order to estimate the parameters as reliably as possible, the kinetics of these two ROI’s should be as different as possible. In this paper, we have used typical TTAC functions in two regions, one corresponding to grey matter and one corresponding to white matter. The kinetics in these two regions are very different, and hence, reasonable estimation can be achieved. We then introduced an additional ROI with its kinetics derived from a tumor. The identifiability has been improved; i.e., a more reliable estimation can be achieved. However, if the third ROI is identical to any one of the two ROI’s used, we do not expect to have any improvement in parameter estimation. Instead, it would increase the computational complexity and numerical difficulty, and hence, the parameter estimation accuracy may be reduced. A fourth ROI defined in hemisphere is then added. Although, we have more additional information, the computational complexity and numerical difficulty are increased as well. Therefore, the improvement in accuracy for parameter estimation is not significant, particularly for $K$. From our simulation study, we conclude that using three different ROI’s can achieve sufficiently good estimation results in practice.

According to the simulation results, the method proposed is promising for dynamic FDG-PET studies to provide noninvasive quantification of LCMRGlc and the input function. The application to human studies is currently under investigation, and the results will be reported separately.

### V. CONCLUSION

A noninvasive technique to extract the physiological parameters and the required input function for modeling from the PET dynamic images in conjunction with two or more late blood samples was proposed in this paper. The identifiability of this method was tested by using Monte Carlo simulation. The results show that the proposed method is able to quantify all the required parameters by using the information obtained from two or more ROI’s with very different kinetics in the PET dynamic images. When three or more ROI’s are used, more reliable parameter estimation can be achieved. However, there is no significant improvement in parameter estimation (for $K$ or, equivalently, LCMRGlc) if the number of ROI’s are more than three unless the kinetics in the additional regions are very different from those in the existing three regions. We suggest that three ROI’s, with very different kinetics, should be used in practice to achieve reliable estimation and manageable computational complexity. The proposed method can provide very reliable estimation of LCMRGlc, which is the primary target parameter.
Fig. 5. Comparison of CV's for (a) $k_1^*$, (b) $k_2^*$, (c) $k_3^*$, (d) $k_4^*$, (e) CBV, and (f) $K$ in grey matter using two, three, and four ROI's in simulation for different noise levels. In all of the graphs, solid lines with symbols $\times$, $\Delta$, and $\bullet$ represent the results obtained from using two venous samples with two, three, and four ROI's, respectively, while dashed lines with symbols $\times$, $\Delta$, and $\bullet$ are the results obtained from using image information only, i.e., without using the two venous samples for parameter estimation.

interest in dynamic FDG studies with PET and may be a more practical alternative to the traditional method, which requires frequent blood sampling during the course of scanning.
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