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Abstract—Three-dimensional (3-D) visualization has become an essential part for imaging applications, including image-guided surgery, radiotherapy planning, and computer-aided diagnosis. In the visualization of dual-modality positron emission tomography and computed tomography (PET/CT), 3-D volume rendering is often limited to rendering of a single image volume and by high computational demand. Furthermore, incorporation of segmentation in volume rendering is usually restricted to visualizing the pre-segmented volumes of interest. In this paper, we investigated the integration of interactive segmentation into real-time volume rendering of dual-modality PET/CT images. We present and validate a fuzzy thresholding segmentation technique based on fuzzy clustering analysis, which allows interactive and real-time optimization of the segmentation results. This technique is then incorporated into a real-time multi-volume rendering of PET/CT images. Our method allows a real-time fusion and interchangeability of segmentation volume with PET or CT volumes, as well as the usual fusion of PET/CT volumes. Volume manipulations such as window level adjustments and lookup table can be applied to individual volumes, which are then fused together in real time as adjustments are made. We demonstrate the benefit of our method in integrating segmentation with volume rendering in its application to PET/CT images. Responsive frame rates are achieved by utilizing a texture-based volume rendering algorithm and the rapid transfer capability of the high-memory bandwidth available in low-cost graphic hardware.

Index Terms—Dual-modality positron emission tomography and computed tomography (PET/CT), fuzzy $C$-means cluster analysis, interactive three-dimensional (3-D) segmentation, multi-volume rendering, real-time volume rendering.

I. INTRODUCTION

Advances in digital medical images are resulting in increased image volumes from the acquisition of four-dimensional (4-D) imaging modalities, such as dynamic positron emission tomography (PET), and dual modality PET and computed tomography (PET/CT). These images have introduced significant challenges for efficient visualization [1]–[3]. In line with the advances in image acquisition, three-dimensional (3-D) visualization algorithms have been developed that enable real-time visualization of multidimensional volumes using low-cost hardware instead of restricting it to high-end expensive workstations [4]–[6]. 3-D visualization has become an attractive method for imaging applications, including image-guided surgery and radiotherapy, and computer-aided diagnosis [3], [4], [7]–[12]. In these applications, segmentation is often employed, which enables visual separation and selection of specific volumes of interest (VOIs) [6], [12]–[18]. Segmentation of the image volume can be performed manually by a physician. However, such delineation is subjective, and hence, may not be reproducible, and it is time consuming. Fully automated methods can only be applied successfully within precisely defined bounds and they cannot guarantee accurate delineation under all circumstances, thus requiring some kind of operator intervention, such as in interactive segmentation.

Studies involving interactive segmentation in 3-D visualization have often been limited to rendering the preprocessed segmentation results [16]–[18]. However, these methods render only the segmented VOIs, without placing them in the context of surrounding structures. In [18], a method of correcting segmentation errors from volume-rendered VOIs by adjusting the radius of the viewable volume to reveal the surrounding image was presented. Although this method allows a physician the ability to correct for segmentation errors in volume rendering, it was limited to only rendering the surrounding voxels within the radius of the VOIs and did not take into consideration that the surrounding voxels may have no relation to the VOI.

These interactive segmentation methods were all based on visualization of a single volume of images. In dual-modality PET/CT images, which consist of co-registered functional and anatomical image volumes, the ability to visualize the segmentation result with both image volumes can be of considerable benefit. For instance, segmentation of tumor structures from low-resolution, functional PET image data can benefit. For instance, segmentation of tumor structures from low-resolution, functional PET image data can benefit from overlaying it on the CT to provide an anatomical frame of reference and precise localization.

In this paper, we investigated and validated the incorporation of interactive segmentation into real-time 3-D visualization of PET/CT images. We present a fuzzy thresholding segmentation method for PET images in real-time volume rendering. In the segmentation of functional PET images, cluster analysis...
based on kinetic behavior has previously been found effective in classifying kinetic patterns [19]–[21], including segmentation of regions of interest [19], and the generation of parametric images from huge data sets [20]. In these approaches, PET images were partitioned into a predefined number of cluster groups based on “crisp” clustering, where one voxel was assigned to a single cluster group. The fuzzy extension to the crisp clustering, such as the fuzzy C-means (FCM) cluster analysis [22], presents the advantage of assigning probabilities of each voxel belonging to a particular cluster. This attribute is utilized in this paper to control the segmentation by simple and computationally efficient thresholding of the cluster probabilities. We describe and evaluate a fuzzy thresholding technique and its integration into an interactive multi-volume viewer (IMV) is demonstrated.

The IMV2 allows fusion of the segmentation with PET or CT images as well as the usual fusion of PET and CT images. Volume manipulation tools designed for PET/CT visualization and which allow manipulation of individual volumes, e.g., thresholding the CT and adjusting window levels of PET images are incorporated. The resultant manipulated volumes are then fused together in real time as the adjustments are made.

II. METHOD

The IMV2 consists of four major steps as shown in the flowchart in Fig. 1: 1) segmentation of PET images using FCM cluster analysis into cluster groups based on functional similarity; 2) volume rendering of PET, CT, and segment data using texture-based rendering technique; 3) interactive fuzzy thresholding of PET data with real-time volume rendering of dual-modality PET/CT; and 4) volume manipulation tools such as window level adjustments and lookup table (LUT) applied to PET/CT volume rendering.

A. Automated 4-D FCM Cluster Analysis of Dynamic/Static PET Images

Prior to segmentation, the image data are preprocessed as follows: low-count background areas in the PET images are removed (set to zero) by thresholding. Isolated voxels and gaps are then removed and/or filled by a $3 \times 3 \times 3$ morphological opening filter followed by a closing filter. For dynamic PET data, tissue time activity curves (TTACs) are extracted for each nonzero voxel to form the kinetic feature vector $f(t)$ of time interval $t (t = 1, 2, \ldots, T)$, where $T$ is the total number of time points. For static images, a single frame is acquired at $t = T$.

The FCM cluster analysis based on [22] is applied to assign each of the $N$ feature vectors to one of a set number $C$ of distinct cluster groups. For each cluster, centroids are assigned as the feature vectors of distinct, randomly selected voxels. The value of each centroid voxel is replaced with the average of the $3 \times 3 \times 3$ surrounding voxels to avoid false selection of a noisy outlier that may result in a cluster with a single member. FCM cluster analysis minimizes the objective function $J$, according to

$$J = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^p D \left( f_i(t), \bar{c}_j(t) \right)^2$$

where $P(1 \leq P \leq \infty)$ is a weighting exponent on each fuzzy membership, which determines the amount of fuzziness of the resulting classification, and $u_{ij}$ is the membership degree of the $i$th feature vector in the cluster $j$. The similarity measure between the $i$th feature vector $f_i(t)$ and the cluster centroid $\bar{c}_j(t)$ of the $j$th cluster group $c_j$ was calculated using the Euclidean distance $D_{ij}$ given by

$$D \left( f_i(t), \bar{c}_j(t) \right) = \left[ \sum_{t=1}^{T} s(t) \left( f_i(t) - \bar{c}_j(t) \right)^2 \right]^{1/2}$$

where $s(t)$ is a scale factor of time point $t (t = 1, 2, \ldots, T)$ equal to the duration of the $i$th frame divided by the total dynamic acquisition time. The scale factor $s(t)$ gives more weight to the longer frames, which contain more reliable data. The minimization of $J$ is achieved by iteratively updating the $u_{ij}$ and the cluster centroids $\bar{c}_j(t)$ with

$$u_{ij} = \frac{1}{\sum_{k=1}^{C} D \left( f_i(t), \bar{c}_j(t) \right)^2}$$

Fig. 1. Flowchart of the proposed interactive multi-volume visualization. After segmenting the PET image using FCM cluster analysis (step 1), the segmentation map and fuzzy logic layer are constructed. The segmentation map, PET, and CT image volumes are rendered using texture-based volume rendering (step 2). The fuzzy logic layer is then used to interactively adjust the rendered segmentation volume by fuzzy thresholding (step 3). These volumes can be fused and interchanged in real time with volume manipulation tools (step 4) included in the IMV2.
C. Real-Time Multi-Volume Rendering Overview

Fuzzy thresholding is similar to intensity-based thresholding. The fuzzy threshold affects the voxels that are similar in kinetic behavior with a cluster centroid can be assigned to the cluster. With dynamic PET images, the fuzzy thresholding works by controlling the fuzzy membership threshold of a selected cluster. By lowering the fuzzy threshold from the automated FCM segmentation map, a fuzzy logic layer of a selected cluster #1 is also assigned to a shade of gray in an ascending order of membership degree. Values of the parameters $C$, $P$, and $\varepsilon$ are empirically determined (see Section III).

B. Fuzzy Membership Degree Layer and Fuzzy Thresholding

From each segmented cluster $c_j (j = 1, 2, \ldots, C)$, a fuzzy membership layer $l_j$ is constructed consisting of the membership degrees $u_{ij}$ for all $N$ voxels to $c_j$, as shown in Fig. 2(1). The $u_{ij}$ are scaled to 0%-100% for the membership layer. For each membership layer, a fuzzy histogram can be plotted as in Fig. 2(2), which represents the membership of the voxels to a cluster. The fuzzy thresholding works by controlling the fuzzy membership threshold of a selected cluster. By lowering the fuzzy threshold from the automated FCM segmentation threshold, additional voxels with weaker membership to the cluster centroid can be assigned to the cluster. On the other hand, by increasing the fuzzy threshold, fewer voxels, but with higher membership, are clustered. With dynamic PET images, the fuzzy thresholding affects the voxels that are similar in kinetic behavior to the cluster centroid. For static PET images, the fuzzy thresholding is similar to intensity-based thresholding.

C. Real-Time Multi-Volume Rendering Overview

In IMV$^2$, visualization tools were designed to provide physicians with efficient ways to interpret and navigate through the dual-modality PET/CT images. The main features of IMV$^2$ are illustrated in Fig. 3 with the use of whole-body PET/CT image. From the PET, CT, and segmentation volumes, any volume can be rendered individually or two volumes can be selected and fused together, with the ability to interchange the volumes and the fusion ratio of the volumes in real time. The segmentation volume allows for interactive selection of different clusters and fuzzy thresholding. The rendered volume(s) can be interactively navigated using conventional volume navigation tools including rotation, scaling, and translation. To remove a portion of the ROI, the fuzzy membership degree is assigned to reveal the lung boundary surrounding the tumor. Thus, a probabilistic fuzzy membership degree is assigned to every voxel $i$, such that $\sum_{j=1}^{C} u_{ij} = 1.0$. The procedure is terminated when the convergence criterion $\varepsilon$ in the range of $[0, 1]$ is satisfied, i.e.,

$$\max_{ij} \{|u_{ij}^{m+1} - u_{ij}^{m}|\} < \varepsilon$$

where $m$ is the iteration step. Upon termination, the segmentation map image is constructed by assigning each voxel to the cluster for which it has the highest membership degree. The optimal number of clusters is determined using the fuzzy validation measure [23] $S$ given by

$$S = \frac{\sum_{j=1}^{C} \sum_{i=1}^{N} u_{ij}^P ||\bar{f}_{ij}(t) - \bar{f}_c(t)||^2}{N \min_{ij} ||\bar{f}_{ij}(t) - \bar{f}_c(t)||^2}$$

and is evaluated for integer values of $C$ in the range ($L - 3 < C < L + 4$), where $L$ is the number of tissue types expected to be present. Smaller value of $S$ indicates a cluster scheme with more compact and more separate clusters. Values of the parameters $C$, $P$, and $\varepsilon$ are empirically determined (see Section III).

Fig. 2. (1) Result from applying FCM segmentation to a clinical brain PET study: (a) Original image. (b) FCM segmentation map. The clusters from the automated segmentation map are assigned to a shade of gray corresponding to the cluster average. (c) Fuzzy logic layer of a selected cluster #1. The fuzzy membership layer is also assigned to a shade of gray in an ascending order of membership degree. (2) Histogram distribution of the fuzzy membership degree of voxels in (c). First 5% of the fuzzy membership histogram, consisting of a large number of voxels that have minor relationships to the cluster, is removed for presentation purposes.

Fig. 3. Overview of the main features in the proposed interactive multi-volume visualization. Individual volumes can be rendered (a) and (b) or can be combined with another volume, such as PET/CT (c). Combination of volumes and the ability to interchange the volumes in real time allows the segmented VOI of a tumor (d) and (e) to be fused and visualized with PET (g) and CT (h). The VOI is displayed using the white LUT for presentation purpose. Volume manipulations can be applied to individual volumes with the volumes being fused and the volume rendered in real time as shown in (i) where the CT has been thresholded to reveal the lung boundary surrounding the tumor.
of the volume that may obscure the user’s view, a “volume clipping” tool can be applied by using a plane that cuts through the volume perpendicular to the viewing window. Alternatively, the user can position a “clipping box” that encapsulates the volume such that only the volume residing inside the box is visible. The ability to clip the volume, together with volume navigation, allows the user to explore the large multi-volume data by interactively selecting the viewing window, which isolates the interested section from the whole volume. Another tool is the “adaptive sampling rate” that allows the volume to be sampled at a lower rate to increase the responsiveness to movement, which are necessary when dealing with large multidimensional volumes. When the movement is completed, the samples are raised back to the default setting of fully sampled data. The sampling rate is the number of parallel planes used in texture-based volume rendering to render the volume (see Section II-D). Other tools include “window-level adjustment”, “transfer function”, “LUT”, and “intensity-based thresholding”. CT images, which occupy greater dynamic range than is possible to display simultaneously, can be interactively adjusted using the window level. Transfer function can be used to control the opacity of the volume, such that particular voxels (measured in the voxel’s intensity) become more prominent. In addition, intensity-based thresholding can be applied to potentially segment out the tissue structures in CT that are acquired in high resolution and contain well-defined separation of tissue structures. As the PET and CT volumes are rendered independently, manipulations can be applied to individual volumes, e.g., thresholding the CT and adjusting window levels of PET data, and the resultant manipulated data sets are then fused together in real time as the adjustments are made.

**D. Interactive IMV² Implementation**

The IMV² has been developed using the OpenGL [25] and SGI Volumizer 2.7 application programming interface (API) [26] to render the multi-volume images using texture-based volume rendering [5], [6], [27], [28]. The texture-based volume rendering creates parallel planes through the columns of the volume data, in the principal direction most perpendicular to the user’s line of sight, which are then drawn back-to-front with appropriate 3-D texture coordinates [5]. IMV² utilizes the high-capacity memory bandwidth of low-cost graphic hardware to perform a rapid transfer of the 3-D textures from the system memory into the graphic memory. By utilizing the large bandwidth, the volume interchange method replaces an old volume in the graphic memory with a new volume. The two volumes are fused using the hardware-based per-voxel fusion method [29] of compositing the two voxels from respective volumes to create a new voxel in real time. This method does not require any preprocessing of the volume data and thus allows real-time adjustment of the fusion ratio of PET to CT. The segmentation volume is interactively adjusted in real time by assigning transparency values to the voxels based on the fuzzy threshold. In this approach, voxels that have greater fuzzy membership than the defined threshold are assigned to a visible transparency level and other voxels are set to fully transparent.

**III. EVALUATION AND EXPERIMENTAL RESULTS**

**A. Validation of FCM Segmentation—Computer Simulations**

Computer simulations were performed to evaluate the performance and reliability of the fuzzy thresholding segmentation. The anatomical Zubal brain phantom [30] was reduced to white matter (WM) and gray matter (GM) and 20 cross-sectional slices. A five-parameter $2\text{-[18F]}$ fluoro-2-deoxy-D-glucose (18F-FDG) model [31] was used to simulate realistic TAC values to construct 22 temporal frame sequences. Each slice was smoothed by applying a Gaussian filter with a full-width-half maximum (FWHM) of 8 mm prior to forward projection. Projections were scaled to three different count levels by applying a scale factor that sets the maximum pixel count in the last frame to 100 (high noise), 500 (normal noise), and 800 (low noise) counts, where 500 was the maximum observed in comparable clinical studies. Poisson noise was then added to the scaled projection data, which were reconstructed using filtered backprojection with a Hann filter. Noise-free ground truth (GT) images were constructed by smoothing the phantom data with Gaussian blur as in the noisy simulations. Voxels mixed at the boundary in the smoothed images were reclassified to the tissue with the highest contribution. For boundaries separating tissue from zero count regions such as ventricles, 40% of the tissue counts were defined.

The fuzzy thresholding results of GM (first row) and WM (second row) are illustrated in Fig. 4. From visual inspection, the GM segmentation result resembles the GT in Fig. 4(b) most closely with the increased threshold shown in Fig. 4(e). The reverse was evident for WM where the fuzzy thresholding result in Fig. 4(c) is visually the most similar to its GT. This illustrates the ability of the fuzzy thresholding to interactively optimize the segmentation result for particular structures of interest. The ring artifact around the periphery of the WM segmentation was attributed to the mixed tissue contribution between the GM and the background. In the FCM cluster analysis, the background was removed by using the boundaries of the tissue structures defined in the Zubal phantom and two clusters were applied corresponding to the WM and GM. Empirically derived cluster analysis parameter values of $P = 2.0$, and $\epsilon = 0.1$ gave acceptable results. The segmentation results were found to be quite...
insensitive to these two parameters. Quantitative evaluation of the application of fuzzy thresholding was performed with dice similarity coefficient (DSC) [32] given as

\[
\text{DSC} = 2 |A_{\text{Est}} \cap A_{\text{True}}| / (|A_{\text{Est}}| + |A_{\text{True}}|) \quad (7)
\]

which measures the spatial overlap between the estimated and true segmented areas. The DSC is in the range of \([0, 1]\), where 1 represents two overlapping areas of identical size and location. Fig. 5 shows the evaluation measures of the simulation study for the three noise levels as a function of fuzzy thresholding levels. Based on these results, the DSC improved with increasing fuzzy threshold for the GM in both the low and normal noise levels. For the high noise level, the automated threshold was optimal for GM segmentation. In WM, decreasing the threshold showed a marked improvement in DSC among all noise levels. This suggests that the automated segmentation has over-segmented the GM and under-segmented the WM, which was in accordance with the visual findings in Fig. 4. The results indicate that the proposed fuzzy thresholding was most effective at high noise levels and that the method was robust in terms of noise.

B. Application of FCM to Clinical 4D Dynamic Brain Pet Study

The fuzzy thresholding was applied to dynamic clinical \(^{18}\)F-FDG brain PET studies. The dynamic images were decay corrected to the time of injection and attenuation corrected, and then reconstructed using filtered backprojection with a Shepp and Logan filter. Segmentation of a patient study with a tumor is shown in Fig. 6(1). The FCM cluster analysis automatically separated the prominent tissue structures with a clear indication of the tumor (left center of the image). The application of fuzzy thresholding to a selected tumor structure shown in Fig. 6(2) demonstrates the addition or removal of only the voxels based on the kinetic similarity of the TTACs to the cluster centroid, allowing interactive optimization of the segmentation results and tumor volume definition. Standard deviation of the Euclidean distance measures given in (2) between the voxel’s TTAC feature vectors and their thresholded cluster centroid was treated as an indicator of the homogeneity of the structure. Based on the result in Fig. 6(2), as the threshold was increased, a tighter volume around the tumor was selected and the standard deviation was lowered, which demonstrates that the lowering of the threshold resulted in the clustering of voxels that were more homogeneous.

To demonstrate that the technique could also be applied to parametric images, parametric images were generated with voxel by voxel Patlak graphical analysis plot [33] and the measured arterial plasma concentration of the tracer. Due to the high noise in the Patlak plot images, a Gaussian filter with an FWHM of 7.5 mm was applied. The Patlak parametric images were then segmented with FCM technique [Fig. 6(3)] as well as intensity-based thresholding [Fig. 6(4)]. For each
of the techniques, parameters were adjusted to give tumor segment volumes of 150, 200, and 250 voxels [Fig. 6(e)–(g), respectively]. As expected, for static images, such as the Patlak parametric images, FCM segmentation provides results analogous to simple intensity threshold-based segmentation. Interestingly, as indicated by the higher standard deviations compared to the FCM segmentation of the dynamic data [Fig. 6(2)], the Patlak analysis does not group the TTAC curves, which were most similar as defined by the Euclidean distance, and hence results in a different definition of tumor volume compared to FCM applied directly to the dynamic data. This is likely due to the Patlak analysis reflecting different characteristics of the dynamic curve and effectively giving different weighting to different parts of the TTAC than that used for estimating the Euclidean distance between the TTACs. The most appropriate data to use (parametric images, dynamic data, or selected static images) will depend on the application and the characteristics, which are required to be featured in the segmented volume.

The volume rendering of the segmented cluster and the thresholded results are presented in Fig. 6(5). The PET image and the segmentation results were individually volume rendered and then fused together with equal fusion ratios.

In the FCM segmentation of dynamic PET and Patlak images, the background threshold was set at 15% of the maximum counts in each slice of the summed temporal frames. This threshold value was found not to be critical and moderate changes (±5%) had little effect on the results. As in the simulations, the FCM cluster analysis parameters $P$ and $\varepsilon$ were set to 2.0 and 0.1, respectively. The number of clusters $C$ was determined from the fuzzy validation measure $S$ given in (6). For the dynamic PET, as $C$ was increased from 5 to 12, the values of $S$ was increased gradually up to $C = 8$ (maximum increase of 28% from the previous $S$), followed by a rapid increase at $C = 9$ (increase of 113%) with gradual increase in $S$ thereafter (maximum increase of 26%). Although a small value of $S$ indicates a cluster scheme with well-defined clusters, to maximize the partition of the individual tissue types, the optimal number of clusters was taken to be the value of $C$ corresponding to the value of $S$ prior to the rapid increase. Similarly, $C = 7$ was found optimal for the Patlak image.

C. Clinical Whole-Body PET/CT Study

Fig. 7 demonstrates a potential application of IMV$^2$ in interactively visualizing and segmenting out tumor volumes from a whole-body PET/CT image. The reconstructed PET/CT images were $128 \times 128$ with voxel dimensions of $5.148 \times 5.148 \times 3.375$ mm for PET, and $512 \times 512$ with voxel dimensions of $0.977 \times 0.977 \times 3.4$ mm for CT. PET and CT images were cropped and rescaled to $256 \times 256$ with voxel dimensions of $1.953 \times 1.953 \times 3.4$ mm. The automated segmentation of the tumors fused with the PET volume is shown in Fig. 7(b). The FCM cluster analysis has identified the two regions with tumors when compared to the PET/CT counterpart in Fig. 7(a). The segmentation of the tumors can be interactively optimized by increasing the fuzzy threshold as shown in Fig. 7(c), which resulted in the reduction in the size of the segmented tumors. The reduced size was attributed to only selecting voxels that have the highest membership to the cluster containing the tumor. This ability provides the physician with control over the definition of the viable tumor volume, for example, for radiotherapy treatment planning while avoiding the tedious and time associated with manually defining a 3-D VOI. The real-time rendering of the segmentation with either PET or CT image data provides quick and effective feedback on the accuracy of the segmented tumor volume as the fuzzy threshold is adjusted. The fusion of the segmented tumors on the CT is shown in Fig. 7(d). This permits improved visualization of the anatomical frame of reference and localization of the segmented tumors when compared to the fusion of PET/CT in Fig. 7(a). The transparency level and the LUT of the segmented volumes can be adjusted to reduce obscuration of underlying structures relevant for the interpretation of the images and segmentation result. Other segmented clusters representing different functional structures such as the lung, can be interactively selected and thresholded. For this example, the FCM cluster analysis was applied to a subsection of the whole-body PET images (30 slices), the background threshold was set at 10%, and the number of clusters $C = 4$ was determined to be optimal.

Fig. 8 illustrates some of the tools available in IMV$^2$. In Fig. 8(a), an example of intensity-based thresholding of CT structures is illustrated. The thresholded CT results were volume rendered together with PET, which revealed the boundary of the anatomical structure fused with PET. Fig. 8(b) illustrates an example of window-level-adjusted PET (brighter) fused with the CT, which has been intensity thresholded as in Fig. 8(a). In Fig. 8(c), window-level-adjusted CT (showing lung vasculature) fused with PET is shown. Finally, Fig. 8(d) shows the clipped PET/CT image using the clipping box, revealing internal structures of the fused PET/CT image.

A major goal of the IMV$^2$ is to provide real-time volume rendering to allow real-time manipulations. Table I shows measured times for various manipulations in IMV$^2$, running on ATI
PET/CT were within $1 \times$ times decrease in FPS. Manipulations applied to a whole-body rendered volumes can be animated, with good response times of in window size to 1000. Interventions were improved by an average of 5.1 times. An increase of adaptive sampling rates, the whole-body PET/CT was lowered to $0.6 \times 1000 \text{ pixels (double)}$ resulted in a $1.8 \times$ FPS for all of the manipulations. The time taken for changing different clusters on the segmentation results and the interchange of volumes were measured to have response times of less than 0.5 s. With adaptive sampling rates, where the sampling rate was lowered to $0.6 \times 0.6 \times 0.6$, FPS for all of the manipulations were improved by an average of 5.1 times. An increase in window size to $1000 \times 1000 \text{ pixels (double)}$ resulted in a 1.8 times decrease in FPS. Manipulations applied to a whole-body PET/CT were within 1 $\sim$ 3 FPS. Nonetheless, with the utilization of adaptive sampling rates, the whole-body PET/CT was able to be interactively visualized.

### IV. Discussion

This paper described a new visualization method for multi-volume images with the integration of interactive fuzzy thresholding segmentation. Through manual intervention in 3-D visualization, optimization of segmentation parameters was possible to emphasize VOIs and adjust for inter-patient difference. In the segmentation of functional images, partial volume effects (PVEs) caused by limited spatial resolution, and low counting statistics have a significant influence on segmentation errors. Using our fuzzy thresholding, some of these limitations can potentially be overcome. Voxels, which may be incorrectly segmented, often exhibit low fuzzy membership to all clusters, and thus, are most likely to be detected and corrected by changes to the fuzzy threshold. Furthermore, segmentation errors arising from a suboptimal cluster number selection may also be corrected using fuzzy thresholding, i.e., a structure that is separated into two or more cluster groups due to an excessive number of clusters could be manually combined into a single cluster by decreasing the fuzzy threshold of the cluster most representative of the structure.

The determination of the optimum number of clusters for the application of FCM cluster analysis on whole-body PET images was difficult due to the low spatial resolution and the high variation of the tracer uptakes inside the organs. The cluster validity measure in (6) was found to result in an excessive number of clusters, causing the separation of a particular structure into two or more cluster groups, rather than a single cluster representing the structure. However, the use of subsections of the whole-body images ($<40 \text{ cross-sectional slices}$) was found to dramatically improve the determination of the optimum number of clusters without causing the separation of structures. Thus, segmentation of VOI in IMV$^2$ can be applied to subsections of the whole-body image to improve the performance of the segmentation.

FCM segmentation with thresholding was selected as the segmentation method of choice for the following reasons. Once cluster membership probabilities are assigned to each voxel, the FCM thresholding shares the computational efficiency of simple intensity-based thresholding, which is essential to provide a real-time interactive segmentation manipulation. However, unlike simple intensity-based thresholding, it can be applied directly to dynamic data. For static data, it provides segmentation analogous to threshold-based segmentation for regions with the highest uptake such as the tumor examples shown. However, it is potentially more adapted in segmenting out structures that do not have the highest activity uptake, which is more challenging for intensity threshold-based segmentation methods. The proposed multi-volume visualization method is not limited to the FCM segmentation method. Indeed, it can take the input of any segmentation map image that contains labeled voxels corresponding to the segmented VOIs to construct the segmentation volume for visualization. As the updates to the segmentation parameter usually involve only the addition and deletion of voxels to the segmentation volume, the application of interactive segmentation can easily be accommodated using the IMV$^2$.

### V. Conclusion

We have demonstrated a multi-volume visualization of dual-modality PET/CT images with integrated fuzzy thresholding segmentation. Our method has the advantage that...
the segmentation volume can be fused with PET or CT, as well as the fusion of PET/CT in real-time volume rendering. The ability to visualize and interactively optimize segmentation of PET images that is overlaid on CT images in real-time volume rendering can potentially facilitate VOI generation for applications such as radiotherapy or image-guided surgery. Unlike fully automated techniques, the interactive fuzzy thresholding technique allows the physician to control segmentation while navigating through the rendered PET/CT volumes, without incurring the time penalty associated with manual VOI definition. Overall, the IMV performed well on low-cost graphic hardware prior to software optimization, and we intend to further refine this technique and potential clinical applications in future work.
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