Ultra-precision freeform surfaces are important to the development of complex and micro-optical-electro-mechanical devices used in many photonics and telecommunication products such as F-theta lenses for laser printers. These surfaces are complex and large scale surface topologies with shapes that generally possess no rotational symmetry. Due to the geometrical complexities of these ultra-precision freeform surfaces, it is difficult to characterize the form accuracy and surface quality of freeform optical surfaces. The method of this invention is based on feature-point pre-fixtue, and iterative precision alignment algorithm, which can provide sufficient capability of form characterization for ultra-precision freeform surfaces with form accuracy down to below sub-micrometer range.
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METHODS AND APPARATUS OF ALIGNING SURFACES

FIELD OF THE INVENTION

This invention relates to methods and apparatus of aligning surfaces, particularly those requiring high precision of alignment to the nanometer level.

BACKGROUND OF THE INVENTION

Ultra-precision freeform surfaces are important to the development of complex and micro-optical-electro-mechanical devices used in many photonics and telecommunication products such as F-theta lenses for laser printers. However, these surfaces are complex and large scale surface topologies with shapes that generally possess no rotational symmetry. The geometry of these surfaces usually cannot be generalized by a single optical equation such as the universal optics equation used for aspheric surfaces. To meet the stringent requirements for advanced optics applications, these ultra-precision freeform surfaces are usually fabricated by ultra-precision freeform machining technology, and the surface finishes with sub-micrometer form accuracy requirement in at least sub-micrometer, often nanometer, range.

Due to the geometrical complexities of these ultra-precision freeform surfaces, it is difficult to characterize the form accuracy and surface quality of freeform optical surfaces. Although some surface parameters have been proposed by the IS0 project, their applicability of practical inspection is limited to optical surfaces possessing rotational symmetry. The general principle of form characterization of the freeform surfaces was analyzed by Xiong [Y. L. Xiong, The mathematic approach of precision measurement, Beijing: Metrol- ogy Press, China, 1989]. He thought the key was to make the measured surface composed of a series of discrete points overlapping with the theoretically designed surface in the conditions of the least area with the shift and rotation of coordinates. By making the sum of distance of all measured points from the theoretic designed surface, the form error was obtained. The characterization results are usually obtained only when the effect of systematic errors was eliminated.

However, two non-linear problems must be solved. One of them is the solution of the coordinate transfer to ensure the consistence of the measured coordinates with the designed coordinates while the other is to compute the projection of the measured points after the coordinate transfer on the testetric surface. The best matching method for form characterization of the freeform surfaces was proposed [A. H. Rentoul and G. Medland, Interpretation of errors from inspection results, Computer Integrated Manufacturing Systems, 1994, 7(3): 173-178]. By shifting and rotating the coordinates, the feature points, feature lines and feature planes of the measured and design surfaces were overlapped completely and the best alignment was attained. The systematic error from the coordinate disagreement was removed. The method was based not only on the least square criterion but also the least area principle. Based on the best matching method, Wang et al. [P. J. Wang, J. H. Chen, and Z. Q. Li, A new algorithm for the profile Error of a parameter surface, Journal of Huazhong University of Science & Technology, 1997, 25(3): 1-4] presented a new algorithm with iterative approximation of the form error of freeform surfaces. After the matching of the coordinates, the least area of the approximated form error was obtained by the iterative coordinate transfer.

Kase et al. [K. Kase, A. Makinouchi, T. Nakagawa, et al., Shape error evaluation method of free-form surfaces, Comput-
b) comparing the distances obtained in step a) to determine a pair of corresponding zones on the first and the second surfaces having a minimum distance obtained in step i); until all zones on the on the first and the second surfaces are paired. The distances between each pair of corresponding zones on the first and the second surfaces are then determined and summed. The coordinates of the second surface are adjusted to minimize the summation of the distances between each pair of corresponding zones to be below a predetermined threshold value \( \varepsilon \).

To minimize the third-degree separation, a transfer matrix \( T \) is minimized to be below a predetermined threshold value \( \lambda \) by adjusting at least one pair of parameters, one relates to translation and the other relates to rotation, along a direction. Preferably, the at least one feature point includes five feature points. More preferably, the five feature points includes a gravity center point \( G \) and four corner points. Additionally, the gravity center point \( G \) is identified by the equation:

\[
G(x_G, y_G, z_G) = \frac{1}{n} \sum_{i=1}^{n} q_i(x_i, y_i, z_i)
\]

wherein \( \alpha \) is a weighting coefficient satisfying \( \Sigma \alpha_i = 1 \), \( \alpha_i = 1/n \) with \( n \) being the number of points in the respective measured and normal surfaces. Further, the four corner points are identified as the four points that are farthest from the gravity center point \( G \).

Preferably, \( Q(x'_i, y'_i, z'_i) \) is obtained through the set of coordinates processed by a parameterization algorithm selected from the group consisting of Bezier surface algorithm, B-Spline algorithm, and Non-Uniform Rational B-Spline algorithm.

Optionally, each zone has a square shape. Advantageously, three pairs of parameters are adjusted along respective three orthogonal directions. Preferably, the transfer matrix \( T \) is defined as:

\[
T(t_x, t_y, t_z, \alpha, \beta, \gamma) = \begin{bmatrix}
\cos \beta \cos \alpha & -\sin \beta & \cos \alpha \\
\sin \beta \cos \alpha & \cos \beta & -\sin \alpha \\
-\sin \beta & \sin \alpha \cos \beta & \cos \alpha \\
0 & 0 & 1
\end{bmatrix}
\]

where \( \alpha, \beta \) and \( \gamma \) are the rotation angles of the measured surface along \( x, y \) and \( z \) axes, respectively; and \( t_x, t_y, \) and \( t_z \) are the parallel shifts in the \( x, y \) and \( z \) directions, respectively. More preferably, \( T \) satisfies an expense function of

\[
\text{Min} \{ F(T) \} = \text{Min} \left[ \sum_{i=1}^{m} | T_i Q_i - P_i |^2 \right].
\]

where \( P_i = [x_i, y_i, z_i]^T \) is the closest point of the normal surface to the measured point \( Q_i = [x_i, y_i, z_i]^T \) after \( j \)th iteration of alignment, and \( m \) is the number of discrete points of the measured surface, and \( \text{Min} \) denotes the minimum function while \( P_i \) is the projection point of \( Q_i \) on the normal surface.

It is another aspect of this invention to provide a method of determining deviation between a first surface with a second surface, such that \( P(x, y, z) \) is any point on the first surface and \( Q(x', y', z') \) is any point on the second surface, said first surface and said second surface being separated by a first-degree separation, a second-degree separation, and a third-degree separation, including the steps of:

1. aligning the first surface with the second surface according to any one of the above methods;
2. calculating a distance \( d_i \) between \( P(x, y, z) \) and \( Q(x', y', z') \), wherein \( d_i = [x - x', y - y', z - z']^T \);
3. Preferably, the above method of determining deviation further includes the step of calculating a profile error \( S \) wherein \( S = \text{max}(d_i) - \text{min}(d_i) \).
4. Alternatively, 13. the above method of determining deviation further includes calculating a root mean square deviation \( S_q \) wherein

\[
S_q = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} d_i^2.
\]

wherein the second surface is defined by \( m \) number of measured points.

It is yet another aspect of this invention to provide apparatus including a processor incorporating the methods of this invention described above.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Preferably embodiments of the present invention will now be explained by way of example and with reference to the accompanying drawings in which:

**FIG. 1** shows a flow chart of typical form characterization for two surface patterns;

**FIG. 2** shows exemplary feature points of a surface to minimize first-degree separation (pre-fixture);

**FIG. 3** shows an exemplary representation of the first iteration point and additional vertex points for computing the projection on a normal surface.

**FIG. 4** shows exemplary computation of projection point on a surface to minimize second-degree separation

**FIG. 5** shows the flow chart of form characterization for freeform surfaces of this invention;

**FIG. 6** shows the interface of a program written according to the form characterization for freeform surfaces of this invention;

**FIG. 7** shows a theoretical freeform surface used in the example;

**FIG. 8** shows matching error in the example with only x-shift;

**FIG. 9** shows matching error in the example with only y-shift;

**FIG. 10** shows matching error in the example with only z-shift;

**FIG. 11** shows matching error in the example with x-y-z-shift;

**FIG. 12** shows matching error in the example with only x-rotation;
FIG. 13 shows matching error in the example with only y-rotation; FIG. 14 shows matching error in the example with only z-rotation; FIG. 15 shows matching error in the example with x-y-z-rotation; FIG. 16 shows matching error in the example with shift and rotation and 15×15-measured points; FIG. 17 shows matching error in the example with shift and rotation and 50×50-measured points; FIG. 18 shows exemplary design aspheric surface of camera lens; FIG. 19 shows exemplary measured surface of camera lens; FIG. 20 shows the form error surface obtained by the method of this invention when the measured surface in FIG. 19 is compared with the design surface in FIG. 18; FIG. 21 shows the form error surface obtained by a traditional method (Talymap software); FIG. 22 shows a workpiece of F-theta lens insert; FIG. 23 shows the design surface of the insert of F-theta lens of FIG. 22; FIG. 24 shows the measured surface of the workpiece shown in FIG. 22; and FIG. 25 shows the form error surface of the measured F-theta surface comparing with the design surface of FIG. 23.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT

This invention is now described by way of examples with reference to the figures in the following paragraphs. Objects, features, and aspects of the present invention are disclosed in or are obvious from the following description. It is to be understood by one of ordinary skill in the art that the present discussion is a description of exemplary embodiments only, and is not intended as limiting the broader aspects of the present invention, which broader aspects are embodied in the exemplary constructions.

Obtaining Coordinates of the Surfaces to be Compared

In order to compute the form error, the coordinates of the two surfaces must be known first. This section illustrates a number of different channels to obtain the required coordinates. It should be noted that these methods are generally known in the art, and this section wishes to assist the readers to understand that there are many ways to obtain the required coordinates of the surfaces.

Due to the geometrical complexity, ultra-precision freeform surfaces are usually based either on a known surface model (which may be termed as a first surface, or the theoretical surface) or a cloud of discrete measured data for an unknown surface model (which may be termed as a second surface, or the measured surface). According to different surface generation patterns, the form characterization of the freeform surface is realized in the different ways as shown in FIG. 1, which is common to all methods of freeform surfaces characterization.

For the characterization of freeform surface with known surface model, coordinates of the measured and design surfaces can be used directly. If the surface model is not available and only a cloud of discrete measured data of the surface is provided, the unknown surface model can then be reconstructed to obtain the theoretical surface from the discrete measured data based on the polynomial fitting or interpolation. Suitable parameterization algorithm may include Bezier surface algorithm, B-Spline algorithm, and Non-Uniform Rational B-Spline algorithm. Then surface alignment and form characterization are performed. Further illustration of polynomial fitting or interpolation will not be provided here as this step is generally known in the art.

Three Degrees of Separation

In order to determine the form error, the two involved surfaces must first be aligned as closely as possible. Mathematically, the two surfaces are positioned in a free space with three degrees of separation. If there are no suitable procedures to minimize these three degrees of separations, it will be virtually impossible for the two surfaces to be aligned. All of these three degrees of separation should be minimized to be below respective threshold values so that the two surfaces can be considered as "aligned." These threshold values are to be determined according to the person skilled in the art who practiced this invention. For example, if this method is to be used to characterize lens surfaces, the threshold values may be in millimeter to nanometer region, depending on the accuracy required.

Minimizing the First-Degree Separation

According to this invention, the first-degree separation is minimized by first selecting at least one feature point form each of the surfaces to be characterized. Then the coordinate of one of surfaces is adjusted to minimize the distance between said at least one feature point of each of the first surface and the second surface to be below a predetermined threshold value 8.

The feature point can be selected according to the user's own decision. Of course, using more feature points may assist in achieving better alignment between the two surfaces.

According to a particular embodiment of this invention, five feature points are selected from each of the two surfaces. In this embodiment, the five feature points of the surface include four corner points C1 (i=1, 2, ..., 4) and one gravity center C as shown in FIG. 2.

The gravity center represents the position vector of the surface in a three-dimensional space. It can be expressed by the weighting average of all the surface points. If P(x, y, z) and Q(x', y', z') are any points on the measured and the theoretical surfaces, respectively. The corresponding gravity centers for the measured and theoretical surfaces are G(x, y, z) and G'(x', y', z'), respectively. They can be determined by Eqs. (1) and (2):

\[
G(x, y, z) = \sum_{i=1}^{n} w_i(x_i, y_i, z_i) 
\]

\[
G'(x', y', z') = \sum_{i=1}^{n'} w'_i(x'_i, y'_i, z'_i) 
\]

where \(\alpha\) and \(\alpha'\) are the weighting coefficients and should satisfy \(\sum_\alpha = \sum_{\alpha'} = 1\). For the surface sampled with the uniform interval, \(\alpha_{1/2} = 1/n\) and \(\alpha'_{1/2} = 1/n'\) are assumed with \(n\) and \(n'\) being the number of points in the measured and normal surfaces, respectively.

The four corner points in the measured surface are defined as the four points that are farthest from the gravity center and possess the biggest envelop area. C1 is the farthest point from the gravity center in the surface, C3 is the farthest from C1, C2 is the farthest from the vector composed of C1 and C3, and C4 is the farthest from C2.
Firstly, the gravity centers of measured and normal surfaces are overlapped completely in the spatial coordinates. As shown in Eq. (3), a coordinate shift should be done with the measured surface

\[ \begin{align*}
(x_1, y_1, z_1, x_2, y_2, z_2, x_3, y_3, z_3) &\rightarrow (x_0, y_0, z_0, x_2, y_2, z_2, x_3, y_3, z_3) \\
\end{align*} \] (3)

Hence, the five-point pre-fixature may be conducted on the measured surface by minimizing the sum of the distance between the five characteristic points in the measured surface and the normal surface. After the pre-fixature operation, the measured and normal surfaces are located in a small deviation range, i.e. below a predetermined threshold value θ. It is found that this step improves the computing efficiency of the subsequent iterative adjustment processing and also avoids dropping in the dilemma of local optimization.

Minimizing the Second-Degree Separation

It should be noted that the two surfaces are relatively closely aligned to each other when they reach this step. At the very least, the two surfaces must be more closely aligned than before minimizing the first-degree separation.

In this step, each of the two surfaces is divided into a plurality of zones. Each zone has at least one point defining the zone. Mathematically, at least three points are required to define a “zone”. However, if a predetermined grid is used, only one point may be sufficient to identify the zone. It should be noted that the shape of the “zone” is relatively unimportant, although square shape is preferred due to ease of computation. The number of zones to be divided on the surfaces relates to the “resolution” of the method of this invention. A person skilled in the art shall strike a balance between the available computation power and the required accuracy.

We now turn to the second phase. Assume that it is the theoretical surface. The distances between this zone on the theoretical surface and each of the plurality of zones on the measured surface are obtained or calculated. This should be relatively straightforward as there is at least one point identifying each zone. The minimum distance is then identified to determine a pair of corresponding zones on the first and the second surfaces. This step is repeated until all zones on the two surfaces are paired.

After all of the zones on the two surfaces are paired, a sum of all of the distances between each pair of corresponding zones on the first and the second surfaces are then obtained or calculated. The coordinates of one of the surfaces is then adjusted to minimize the summation of the distances between each pair of corresponding zones to be below a predetermined threshold value ε.

The above step will be explained in mathematical terms below. To find the projection point of Q_d on the normal surface, the algorithm will get the first iterative point P_0 of which can be obtained by

\[ P_{0_d} = \min(Q_d - P_{0_d}) \] (4)

where P_0 is the vertex point of the normal surface and N is the number of vertex points, as shown in FIG. 3.

After the first iterative point is obtained, the surface slice which the vertex is belonging to can be determined. Then the iteration algorithm of find projection point will be carried out.

As shown in FIG. 4, assume P_0 = P(u_0, w_0) is the projection point of Q on the normal surface P = P(u, w) for the first iteration. S_0 is the tangent plane of P at P_0. The vector P_0Q is the projection of P_0Q on S_0. P_1 is the iteration result, i.e. the searching projection point. Let

\[ P_{0_u} = \frac{\partial P}{\partial u} \bigg|_{u_0, w_0} \] (5)

\[ P_{0_w} = \frac{\partial P}{\partial w} \bigg|_{u_0, w_0} \] (6)

According to the basic property of the differential equation

\[ F(Q) = P_{0_{u}} + \Delta u P_{0_{w}} + \Delta w \] (7)

The differential deviation vectors ∆u and ∆w can be used to compute P_1 = P(u_0 + ∆u, w_0 + ∆w). Since P_1 is in the neighborhood of P_0, P_1 = P is assumed and P_0 is made as the next iteration point. If |P_1 - P_0| ≤ ε and the threshold ε are equal to the given value, the iteration operation is ended and P_1 is regarded as the projection point of Q on the normal surface.

Minimizing the Third-Degree Separation

The surface alignment aims to make the measured surface as close to the normal surface as possible. Although the two surfaces shall now be aligned closely with each other after the minimization of the second-degree separation, further fine-tuning may still be required. This may be achieved by adjusting three pairs of parameters along the respective three orthogonal directions so that a transfer matrix T is minimized to be below a predetermined threshold value ε. In each pair of the above parameters, one relates to translation and the other parameter relates to rotation along the direction.

It should be noted that it may not be necessary to refine three pairs of parameters along the respective three orthogonal directions in some cases. For example, if the two surfaces are known to correspond with each other exactly along two orthogonal directions, it may be necessary to refine as few as one pair of parameters.

Under the ideal conditions, the measured surface overlaps completely with the normal surface after surface alignment. The transfer matrix is defined as:

\[ T(t_x, t_y, t_z, a, b, \gamma) = \begin{bmatrix}
\cos b \cos a & \sin a & \cos b \sin a & t_x \\
\cos b \sin a & -\cos a & \sin b \cos a & t_y \\
0 & 0 & 1 & t_z \\
\end{bmatrix} \] (8)

where \( a, b \) and \( \gamma \) are the rotation angles of measured surface along the x, y and z axes, respectively; \( t_x, t_y \) and \( t_z \) are the parallel shifts in the x, y and z directions, respectively.
9

Furthermore, the transfer matrix must satisfy the expense function:

\[
\text{Min}(F_1(T_j)) = \text{Min}\left[ \sum_{i=1}^{m} |T_jQ_{ij} - P_{ij}|^2 \right] \tag{9}
\]

and

\[
\text{Min}(F_2(T_{ij})) = \text{Min}(|D_{ij} - D_{ij}|) = \text{Min}(\max(T_{ij}Q_{ij} - P_{ij}) - \min(T_{ij}Q_{ij} - P_{ij})) \tag{10}
\]

where \(P_{ij} = [x_{ij}, y_{ij}, z_{ij}]^T\) is the closest point of the normal surface to the measured point \(Q_{ij} = [x_{ij}, y_{ij}, z_{ij}]^T\) after the \(j\)th iteration of alignment, and \(m\) is the number of discrete points of the measured surface. Min \[\] denotes the minimum function while \(P_{ij}\) is the projection point of \(Q_{ij}\) on the normal surface.

The measured points after five-point pre-fixture and the iteration point \(P_i\) are introduced into Eqs. (9) and (10), and then the equations are differentiated. The following equations relevant to the six parameters of \(\alpha, \beta, \gamma, t_x, t_y, t_z\) can be obtained:

\[
\frac{\partial}{\partial T_{ij}} (F_1(T_{ij})) = 2\sum_{i=1}^{m} \left[ T_{ij}Q_{ij} - P_{ij} \right] \frac{\partial}{\partial T_{ij}} (T_{ij}Q_{ij} - P_{ij}) = 0
\]

and

\[
\frac{\partial}{\partial T_{ij}} (F_2(T_{ij})) = \frac{\partial}{\partial T_{ij}} \left[ \max(T_{ij}Q_{ij} - P_{ij}) - \min(T_{ij}Q_{ij} - P_{ij}) \right] = 0
\]

When Eqs. (11) and (12) are solved, \(T_{ij}\) and \(T_{ij}\) are obtained with which the new coordinate transfer and optimal search of projection point can be performed. If the transfer matrix meets the requirements of \(|T_{ij}| < \lambda\) and \(|T_{ij}| < \lambda\), where \(\lambda\) is a specified threshold, the coordinate transfer will not be conducted. This infers that the iterative precision adjustment is terminated and the alignment of measured and design surfaces is completed.

2.5 Parameters for the Characterization of the Form Error

After surface alignment, any point \(P(x,y,z)\) on the first surface is close to the corresponding point \(Q(x',y',z')\) on the second surface. The distance between \(P(x,y,z)\) and \(Q(x',y',z')\) is expressed as:

\[
d = \sqrt{(x-x')^2 + (y-y')^2 + (z-z')^2} \tag{13}
\]

If \(P\) is above \(Q\) in the z-direction, \(d\) is positive otherwise negative. Hence, the following parameters can be defined to characterize the form error:

(i) Surface profile error \((S_p)\) which is defined as:

\[
S_p = \max(d) - \min(d) \tag{14}
\]

where \(\max(\) \) and \(\min(\) \) are the maximum and minimum functions, respectively.

(ii) Root mean square deviation \((S_q)\) which is defined as:

\[
S_q = \sqrt{\frac{1}{m} \sum_{i=1}^{m} d_i^2} \tag{15}
\]

with \(m\) is the number of points on the measured surface.

To summarize the above discussion, FIG. 5 shows a flow chart of the steps involved in the surface alignment and the determination of the form errors of the two surfaces.

EXAMPLES

To verify the method of this invention, an ultra-precision freeform measurement system is built which is composed of a data acquisition system and a software package incorporating the method of this invention. In the present study, a Form Taly surf PGI1240 surface measurement system is used as the data acquisition system for acquiring the surface data from the measured freeform surface. The measured data are fed and analyzed by the software package of this invention, which is written as a MATLAB program. A snapshot of the software is shown in FIG. 6. The surface alignment is done automatically by the software package. This eliminates the need of the trial-and-error approach for the alignment of the measured surface with the design surface which is commonly found in some interferometric type of measurement methods. With the use of the method of this invention, the surface alignment can be carried out for sampled area within a few minutes.

\[
\text{\textbf{TABLE 1}}
\]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>(t_x)</th>
<th>(t_y)</th>
<th>(t_z)</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(\gamma)</th>
<th>(m)</th>
<th>(S_p(nm))</th>
<th>(S_q(nm))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shift (nm)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15 x 15</td>
<td>0.12539</td>
<td>0.46048</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>15 x 15</td>
<td>0.14343</td>
<td>0.46502</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Since all measured surfaces are transferred directly from the ideal normal surface, the ideal form error should be zero. The simulated results indicate that form errors are resulted from the theoretical model as discussed in Section 2 below. In other words, the characterization results represent the error from the theoretical model. From Table 1, it is found that small errors are found when the surface is shifted or rotated in x, y and z directions, respectively.

To analyze the simulation results, it is interesting to note that different coordinate transfers have different effect on the characterization results. The error of the characterization increases as the transfer value increases. The influence of coordinate rotation on the error is less than that due to the coordinate shift. When the number of measured points increases, the error decreases accordingly. In other words, the accuracy of the characterization method can be increased by increasing the number of measured points. As shown in FIGS. 8 to 17, the form errors follow the same trend that is conformed to the distribution of the normal and measured surfaces. This infers that the error distribution is relevant to that of the characterized surfaces. Based on the results of the simulation experiment, the method of this invention is found to possess sub-nanometric accuracy, which is sufficient for the characterization of the form error of the ultra-precision freeform surfaces in at least sub-micrometer range.

Part II Actual Measurement of Real Optical Surfaces

Due to geometrical complexity of freeform surfaces, there are currently no universal standard freeform surfaces available in the market for establishing the reference requirements. Therefore, the actual measurement experiments in this section are divided into two steps. In the first step, the accuracy of the IFCM is verified through a comparative analysis conducted on an aspheric surface. The aspheric surface was measured by the traditional aspheric measurement method based on the Talymap software equipped in the Taly surf PG1240 measurement system. The results of the measurement served as the evaluation requirements for comparing with that measured by the method of this invention. In the second step, a real ultra-precision freeform surface was measured by the method of this invention.

Verification of Measurement Accuracy

To verify the accuracy of the measurement, an aspheric surface of an optical camera lens was machined by a two-axis CNC ultra-precision machine, Nanoform 300 from Taylor Hobson Pneumo Co. The design surface is shown in FIG. 18 and is described by the following optics equation:
alignment algorithm. Surface parameters are also proposed to characterize the form error of ultra-precision freeform surfaces. Hence, an ultra-precision freeform surface measurement system is established based on this invention. The systems are evaluated through a series of simulation and actual measurement experiments conducted on selected reference surfaces. The results indicate that this invention can realize the precise alignment of the measured and normal surfaces with accuracy in nanometer range. This provides sufficient capability of form characterization for ultra-precision freeform surfaces with form accuracy down to below sub-micrometer range. Due to the geometrical complexity of freeform surfaces, there is currently a lack of definitive international standards and methods for surface characterization. The present invention contributes to at least the advancement of the ultra-precision freeform surface characterization.

While the preferred embodiment of the present invention has been described in detail by the examples, it is apparent that modifications and adaptations of the present invention will occur to those skilled in the art. Furthermore, the embodiments of the present invention shall not be interpreted to be restricted by the examples or figures only. It is to be expressly understood, however, that such modifications and adaptations are within the scope of the present invention, as set forth in the following claims. For instance, features illustrated or described as part of one embodiment can be used on another embodiment to yield a still further embodiment. Thus, it is intended that the present invention cover such modifications and variations as come within the scope of the claims and their equivalents.

The invention claimed is:
1. A measuring method for measuring a free form surface having non-rotational symmetry by using a computer to align a first surface with a second surface, said first surface being a computer generated theoretical model of a free form surface or being a computer generated model of a free form surface generated from a plurality of measured points and said second surface being the measured free form surface, wherein P(x,y,z) is any point on the first surface and Q(x',y',z') is any point on the second surface, said first surface and said second surface being separated by a first-degree separation, a second-degree separation, and a third-degree separation, said measuring method comprising the steps of:
   minimizing the first-degree separation by the steps of:
   selecting at least one feature point from each of the first surface and the second surface;
   adjusting a coordinate of the second surface to minimize a distance between said at least one feature point of each of the first surface and the second surface to be below a predetermined threshold value ε;
   minimizing the second-degree separation by the steps of:
   dividing the first surface into a plurality of first zones, each first zone having at least one first coordinate defining said first zone;
   dividing the second surface into a plurality of second zones, each second zone having at least one second coordinate defining said second zone;
   expanding the first coordinate in the first zone to be equal to said second coordinate in the second zone;
   and expanding the second coordinate of the second zone to be equal to said first coordinate of the first zone;
   and adjusting the coordinate of the second surface to minimize the distances between each pair of corresponding zones on the first and second surfaces having a minimum distance obtained in step a); until all zones on the first and the second surfaces are paired;
   determining the distances between each pair of corresponding zones on the first and second surfaces; obtaining a summation of the distances between each pair of corresponding zones;
   adjusting the coordinate of the second surface to minimize the summation of the distances between each pair of corresponding zones to be below a predetermined threshold value λ, by adjusting at least one pair of parameters along a direction, one of said parameters relating to translation and the other parameter relating to rotation along the direction.
2. The method of claim 1, wherein said at least one feature point includes five feature points.
3. The method of claim 2, wherein said five feature points includes a gravity center point G and four corner points.
4. The method of claim 3, wherein the gravity center point G is identified by the equation
\[ G(x_G, y_G, z_G) = \frac{1}{n} \sum_{i=1}^{n} Q(x_i, y_i, z_i) \]
wherein \( \alpha \) is a weighting coefficient satisfying \( \sum \alpha_i = 1 \), \( \alpha_i = 1/n \) with \( n \) being the number of points in the respective measured and normal surfaces.
5. The method of claim 3, wherein the four corner points are identified as the four points that are farthest from the gravity center point G.
6. The method of claim 1, wherein Q(x',y',z') is obtained through a set of coordinates processed by a parameterization algorithm selected from the group consisting of Bezier surface algorithm, B-Spline algorithm, and Non-Uniform Rational B-Spline algorithm.
7. The method of claim 1, wherein each plane is a square shape.
8. The method of claim 1, wherein three pairs of parameters are adjusted along respective three orthogonal directions.
9. The method of claim 8, wherein the transfer matrix \( T \) is defined as:
\[ T = \begin{bmatrix}
\cos\alpha & \sin\alpha & t_x \\
\sin\alpha & \cos\alpha & t_y \\
0 & 0 & 1
\end{bmatrix} \]
where \( \alpha, \beta, \gamma \) are the rotation angles of the measured surface along x, y and z axes, respectively; and \( t_x, t_y, \) and \( t_z \) are the parallel shifts in the x, y and z directions, respectively.
10. The method of claim 9, wherein T satisfying an expense function of
where \( P_{i,j} = [x'_{i,j}, y'_{i,j}, z'_{i,j}]^T \) is the closest point of the normal surface to the measured point \( Q_{i,j} = [x_{i,j}, y_{i,j}, z_{i,j}]^T \) after the \( j \)th iteration of alignment, and \( m \) is the number of discrete points of the measured surface, and \( \text{Min} \) denotes the minimum function while \( P_{i,j} \) is the projection point of \( Q_{i,j} \) on the normal surface.

11. A method of determining deviation between a first surface with a second surface, such that \( P(x_i, y_i, z_i) \) is any point on the first surface and \( Q(x'_i, y'_i, z'_i) \) is any point on the second surface, said first surface and said second surface being separated by a first-degree separation, a second-degree separation, and a third-degree separation, said method comprising the steps of:

a) aligning the first surface with the second surface according to the method of claim 1, and calculating a distance \( d_i \) between \( P(x_i, y_i, z_i) \) and \( Q(x'_i, y'_i, z'_i) \), wherein

\[
d_i = \sqrt{(x-x'_i)^2 + (y-y'_i)^2 + (z-z'_i)^2}.
\]

b) The method of claim 11 further including the step of calculating a profile error \( S_p \), wherein \( S_p = \text{max} (d_i) - \text{min} (d_i) \).

c) The method of claim 11 further including the step of calculating a root mean square deviation \( S_r \) wherein

\[
S_r = \sqrt{\frac{1}{m} \sum_{i=1}^{m} d_i^2}
\]

wherein the second surface is defined by \( m \) number of measured points.

14. A measuring apparatus for measuring a free form surface having non-rotational symmetry, the measuring apparatus comprising:

a) processor configured to align a first surface with a second surface using an aligning algorithm such that \( P(x_i, y_i, z_i) \) is any point on the first surface and \( Q(x'_i, y'_i, z'_i) \) is any point on the second surface, said first surface being a computer generated theoretical model of a free form surface or being a computer generated model of a free form surface generated from a plurality of measured points and said second surface being the measured free form surface,

b) said first surface and said second surface being separated by a first-degree separation, a second-degree separation, and a third-degree separation, said aligning algorithm for aligning the first and second surfaces using the steps of:

1) minimizing the first-degree separation by:

- selecting at least one feature point from each of the first surface and the second surface;
- adjusting coordinates of the second surface to minimize a distance between said at least one feature point of each of the first surface and the second surface to be below a predetermined threshold value \( \theta \);

2) minimizing the second-degree separation by:

- dividing the first surface into a plurality of first zones, each first zone having at least one first coordinate defining said first zone;
- dividing the second surface into a plurality of second zones, each second zone having at least one second coordinate defining said second zone;
- for the plurality of first zones, repeating the steps of:

b) obtaining distances between the at least one first coordinate and each of the plurality of second zones;

c) comparing the distances obtained in e) to determine a pair of corresponding zones on the first and the second surfaces having a minimum distance obtained in c);

- until all zones on the on the first and the second surfaces are paired;
- determining the distances between each pair of corresponding zones on the first and the second surfaces;
- obtaining a summation of the distances between each pair of corresponding zones;
- adjusting the coordinates of the second surface to minimize the summation of the distances between each pair of corresponding zones to be below a predetermined threshold value \( \epsilon \);

- minimizing the third-degree separation by:

- minimizing a transfer matrix \( T \) to be below a predetermined threshold value \( \lambda \) by adjusting at least one pair of parameters along a direction, one of said parameters relating to translation and the other parameter relating to rotation along the direction.

15. The apparatus of claim 14, wherein said at least one feature point includes five feature points.

16. The apparatus of claim 15, wherein said five feature points includes a gravity center point \( G \) and four corner points.

17. The apparatus of claim 16, wherein the gravity center point \( G \) is identified by the equation

\[
G(x_G, y_G, z_G) = \frac{\sum_{i=1}^{n} a_i (x_i, y_i, z_i)}{n}
\]

wherein \( a_i \) is a weighting coefficient satisfying \( \Sigma a_i = 1, \alpha = 1/n \) with \( n \) being the number of points in the respective measured and normal surfaces.

18. The apparatus of claim 16, wherein the four corner points are identified as the four points that are farthest from the gravity center point \( G \).

19. The apparatus of claim 14, wherein \( Q(x'_i, y'_i, z'_i) \) is obtained through a set of coordinates processed by a parameterization algorithm selected from the group consisting of Bezier surface algorithm, B-Spline algorithm, and Non-Uniform Rational B-Spline algorithm.

20. The apparatus of claim 14, wherein each zone has a square shape.

21. The apparatus of claim 14, wherein three pairs of parameters are adjusted along respective three orthogonal directions.

22. The apparatus of claim 21, wherein the transfer matrix \( T \) is defined as:

\[
T(t_x, t_y, t_z, \alpha, \beta, \gamma) = \begin{bmatrix}
\cos\alpha \cos\gamma & \sin\alpha \sin\gamma & \cos\alpha \sin\gamma \cos\theta - \sin\alpha \cos\gamma & \cos\alpha \sin\gamma \sin\theta + \sin\alpha \cos\gamma \\
\sin\alpha \cos\gamma & -\cos\alpha \sin\gamma & \cos\alpha \sin\gamma \cos\theta + \sin\alpha \cos\gamma & \cos\alpha \sin\gamma \sin\theta - \sin\alpha \cos\gamma \\
0 & 0 & 0 & 1
\end{bmatrix}
\]
where \( \alpha, \beta \) and \( \gamma \) are the rotation angles of the measured surface along x, y and z axes, respectively; and \( t_x, t_y, \) and \( t_z \) are the parallel shifts in the x, y and z directions, respectively.

23. The apparatus of claim 22, wherein \( T \) satisfying an expense function of

\[
\text{Min}[F(T)] = \text{Min} \left[ \sum_{j=1}^{m} |Y_j Q_{ij} - P_{ij}|^2 \right],
\]

where \( P_{ij} = [x'_{i,j}, y'_{i,j}, z'_{i,j}] \) is the closest point of the normal surface to the measured point \( Q_{ij} = [x_{i,j}, y_{i,j}, z_{i,j}] \) after \( j^{th} \) iteration of alignment, and \( m \) is the number of discrete points of the measured surface, and \( \text{Min}[\cdot] \) denotes the minimum function while \( P_{ij} \) is the projection point of \( Q_{ij} \) on the normal surface.

24. A measuring apparatus for determining deviation between a first free form surface and a second measured free form surface, the measuring apparatus comprising

a processor including a deviation determining algorithm, said first surface being a computer generated theoretical model of a free form surface or being a computer generated model of a free form surface generated from a plurality of measured points such that \( P(x, y, z) \) is any point on the first surface and \( Q(x', y', z') \) is any point on the second surface, said first surface and said second surface being separated by a first-degree separation, a second-degree separation, and a third-degree separation, said deviation determining algorithm determining a deviation between the first and second surfaces by aligning the first surface with the second surface by minimizing the first-degree separation by selecting at least one feature point from each of the first surface and the second surface;

adjusting a coordinate of the second surface to minimize a distance between said at least one feature point of each of the first surface and the second surface to be below a predetermined threshold value \( \theta \); minimizing the second-degree separation by dividing the first surface into a plurality of first zones, each first zone having at least one first coordinate defining said first zone;

dividing the second surface into a plurality of second zones, each second zone having at least one second coordinate defining said second zone;

for the plurality of first zones, repeating

a) obtaining distances between the at least one first coordinate and each of the plurality of second zones;

b) comparing the distances obtained in (a) to determine a pair of corresponding zones on the first and the second surfaces having a minimum distance obtained in (a);

until all zones on the first and the second surfaces are paired;

determining the distances between each pair of corresponding zones on the first and the second surfaces;

obtaining a summation of the distances between each pair of corresponding zones;

adjusting the coordinate of the second surface to minimize the summation of the distances between each pair of corresponding zones to be below a predetermined threshold value \( \epsilon \); minimizing the third-degree separation by

minimizing a transfer matrix \( T \) to be below a predetermined threshold value \( \lambda \) by adjusting at least one pair of parameters along a direction, one of said parameters relating to translation and the other parameter relating to rotation along the direction; and calculating a distance \( d_r \) between \( P(x, y, z) \) and \( Q(x', y', z') \), wherein

\[ d_r = \sqrt{(x-x')^2 + (y-y')^2 + (z-z')^2}. \]

25. The measuring apparatus of claim 24, further including the step of calculating a profile error \( S_p \), wherein \( S_p = \frac{\text{max}(d_r) - \text{min}(d_r))}{m} \).

26. The measuring apparatus of claim 24, further including the step of calculating a root mean square deviation \( S_q \) wherein

\[ S_q = \sqrt{\frac{1}{m} \sum_{j=1}^{m} d_j^2}. \]

wherein the second surface is defined by \( m \) number of measured points.

* * * * *