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Sales forecasting is crucial for many retail operations. It is especially critical for the fashion retailing service industry in which
product demand is very volatile and product’s life cycle is short. This paper conducts a comprehensive literature review and selects
a set of papers in the literature on fashion retail sales forecasting. The advantages and the drawbacks of different kinds of analytical
methods for fashion retail sales forecasting are examined.The evolution of the respective forecasting methods over the past 15 years
is revealed. Issues related to real-world applications of the fashion retail sales forecasting models and important future research
directions are discussed.

1. Introduction

Inventory planning is a fundamental part of fashion retail
operations. Proper retail inventorymanagement, which helps
to balance supply and demand, relies heavily on accurate
forecast of future demand. In fact, sales forecasting refers
to predicting future demand (or sales), assuming that the
factors which affected demand in the past and are affecting
the present will still have an influence in the future. It is an
important task but is very difficult to accomplish.

In the fashion retailing industry, which is defined as
the retailing business of fashion products including apparel,
shoes, and fashion beauty products, forecasting itself can be
treated as a “service” which represents the set of analytical
tools that facilitate the companies to make the best decisions
for predicting the future. Undoubtedly, a good forecasting
service system can help to avoid understocking or over-
stocking in retail inventory planning, which further relates
to other critical operations of the whole supply chain such
as due date management, production planning, pricing [1, 2],
and achieving high customer service level [3]. In order to
achieve economics sustainability under a highly competitive
environment, a company should adopt a consumer-demand

driven “pull” operational strategy which means forecasting
becomes a critically important task.

Compared to other retailing service industries, it is well
argued that sales forecasting is a very difficult task in fashion
retailing because fashion product’s demand is highly volatile
with ever-changing taste of the consumers and the fashion
product’s life cycle is very short [4, 5]. In addition, the
sales of fashion products are strongly affected “stochastically”
by seasonal factors, fashion trend factors [6], and many
tricky variables (e.g., weather, marketing strategy, political
climate, item features, and macroeconomic trend). These,
together with the fact that fashion retailers are carrying a
large number of stock-keeping-units (SKUs) with limited
historical sales data, all make sales forecasting challenging
and call for more sophisticated and versatile analytical tools.
On the other hand, it is known that the fashion apparel supply
chain is a relatively long one which includes upstream cotton
plants, fiber manufacturers, apparel factories, distributors,
wholesalers, and retailers. As a consequence, the notorious
bullwhip effect [7] will have a particularly strong influence on
the fashion supply chain. Since forecasting is a critical factor
relating to the presence and significance of the bullwhip
effect, improving forecasting can help reduce the bullwhip
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effect which directly enhances the efficiency of the fashion
supply chain.

From the above discussions, it is crystal clear that fashion
retail sales forecasting is a truly important topic in practice.
Over the past decade, a number of research studies have been
reported in the literature. However, each forecasting method
has its limits and drawbacks. For example, the traditional
statistical methods depend highly on the time series data’s
features and this will affect the forecasting accuracy a lot.
Artificial intelligence (AI) methods can perform better in
terms of accuracy than the traditional statistical forecasting
models but they usually require a much longer time and
a larger requirement on computational power. Thus, many
researchers propose to combine multiple methods together
to form a new “hybrid method” to achieve an efficient and
effective forecasting task.

In this paper, we select and review a set of papers from
the literature. In order to have a comprehensive col-
lection of papers, we employ the popular and pow-
erful research portals of http://scholar.google.com/ and
http://www.sciencedirect.com/ and search objectively by key-
words of “fashion forecasting,” “apparel forecasting,” “textile
forecasting,” “clothing forecasting,” and other combinations
with the keywords of “predict/prediction/forecast” to replace
“forecasting.” We then filter the searching outcomes and
keep the peer-refereed papers which are written in English,
together with some papers suggested by reviewers and our
own peers, to compile this review paper. Notice that this
paper is different from the recently published literature [8]
in which they have different focal points. To be specific,
[8] mainly discusses different kinds of general methods in
relation to the market feature in the fashion industry whereas
this paper focuses specifically on exploring and comparing
the technical contents of the reviewed analytical models.
As a remark, this paper can be viewed as an extension
to the previous review paper in [9] with a much more
comprehensive review and more in-depth discussions of the
topic.

The organization of this paper is given as follows. We
review the pure statistical fashion retail sales forecasting
methods in Section 2. We discuss the pure AI based fashion
retail sales forecasting methods in Section 3. We explore var-
ious different forms of hybrid fashion retail sales forecasting
methods in Section 4.We investigate the applications of fore-
casting methods in the fashion retail industry in Section 5.
We conclude the paper with a discussion of the evolution of
methods as well as the future research directions in Section 6.

2. Statistical Fashion Sales
Forecasting Methods

Traditionally, fashion sales forecasting is accomplished by the
statistical methods. In fact, a lot of statistical methods have
been used for sales forecasting, which include linear regres-
sion,moving average, weighted average, exponential smooth-
ing (used when a trend is present but not linear), exponen-
tial smoothing with trend, double exponential smoothing,
Bayesian analysis, and so forth.

Statistical time series analysis tools such as ARIMA and
SARIMA are widely employed in sales forecasting [10]. Since
these methods have a closed form expression for forecasting,
it is simple and easy to implement and the results can be
computed very quickly. In the literature, Green and Harrison
[11] apply a Bayesian approach to explore forecasting for a
mail order company which sells ladies dresses. After that,
Thomassey et al. [12] use item classification to examine the
accuracy of sales forecasting for new items. They find that
a larger number of item families and pertinent classification
criteria are required in the respective forecasting procedure
in order to achieve an improved forecasting precision. They
conclude that product family and aggregated forecasting are
more accurate than the individual item’s forecasting. Recently,
Mostard et al. [13] also consider the forecasting problem
based on a case study of a mail order apparel company. They
propose a “top-flop” classification method and argue that it
performs better than other methods. Furthermore, they find
that the expert judgment methods outperform the advance
demand information method for a small group of products.
Another recent work [14] examines the applicability of a
Bayesian forecasting model for fashion demand forecasting.
It is found that the proposed hierarchical Bayesian approach
yields superior quantitative results compared to many other
methods.

Despite being popularly used for their simplicity and
fast speed, it is well known that the statistic methods suffer
a few problems. First, the selection of the right statistical
methods is an uneasy task. It requires an “expert” knowledge.
Second, in terms of performance, they do not usually lead to
very promising results. In particular, compared to the more
sophisticatedmethods such as AImethods, statisticalmodels’
performance is usually worse.Third, fashion sales are affected
by multiple factors such as the fashion trends and seasonality
and exhibit a highly irregular pattern [9], which implies that
the pure statistical methods may fail to achieve a desirable
forecasting outcome.

3. AI Fashion Retail Sales Forecasting Methods

As discussed in Section 2, the pure statistical models have
deficiency in conducting fashion retail forecasting, in order
to improve forecasting accuracy. AI methods emerge with
the advance of computer technology. In fact, AI models
can efficiently derive “arbitrarily nonlinear” approximation
functions directly from the data. Popular methods such as
artificial neural network (ANN) models [15] and fuzzy logic
models are commonly employed in the literature and they
are the first kind of models being employed for fashion retail
sales forecasting. To be specific, ANN models have been
developed and they provide satisfactory results in different
domains [16–18]. In the literature of fashion sales forecasting,
Frank et al. [3] explore the use of ANNmodel for conducting
fashion retail sales forecasting. Comparing it with two other
statistical methods in terms of forecasting result, it is found
that ANNmodel achieves the best performance. Afterwards,
the evolutionary neural network (ENN) model, which is a
promising global searching approach for feature and model
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Table 1: The summary of AI methods-based fashion retail sales forecasting.

Method Paper Area Findings
ANN [3] Sufficient data ANN model outperforms the two statistical based models.

Fuzzy
[15] Short term

Sufficient data
Multivariate fuzzy analysis is better compared to that of univariate analysis for

short term forecasting.

[28] Color Fuzzy colour prediction system is better than the traditional approach, but it
only applies to single-colour prediction case.

ENN [19]
Low demand uncertainty and weak

seasonal trends
Short term

Performance of ENN is better than the traditional SARIMA model for
products with features of low demand uncertainty and weak seasonal trends.

ELM [31] Color, size, and price as significant
factors

ELM outperforms several sales forecasting methods which are based on
backpropagation neural networks.

EELM [32] Fast forecasting EELM is versatile in which it can be used for short, medium to long-term
predictions with both time series and non-time series data.

selection, has been used in fashion sales forecasting. To be
specific, Au et al. [19] employ ENN to search for the ideal
network structure for a forecasting system, and then an
ideal neural networks structure for fashion sales forecasting
is developed. They report that the performance of their
proposed ENNmodel is better than the traditional SARIMA
model for products with features of low demand uncertainty
and weak seasonal trends.

The theory of fuzzy sets is proposed by Zadeh [20] and it
has been applied in a lot of areas (e.g., [21–27]). In fashion
retail sales forecasting, Sztandera et al. [15] construct a
novel multivariate fuzzy model which is based on several
important product variables such as color, time, and size.
In their proposed model, grouped data and sales values are
calculated for each size-class combination. Compared with
several statistical models such as Winters’ three parameter
exponential smoothing model (W3PES), the neural network
model, and the univariate forecasting models, they find that
their proposed multivariable fuzzy logic model is an effective
sales forecasting tool. In fact, the good performance of the
fuzzy logic based models comes from their ability to identify
nonlinear relationships in the input data. In addition, the
multivariate fuzzy logicmodel performs better in comparison
to the univariate counterparts. Later on, Hui et al. [28]
explore the demand prediction problem in terms of fashion
color forecasting. They propose a fuzzy logic system which
integrates preliminary knowledge of colour prediction with
the learning-based fuzzy colour prediction system to conduct
forecasting. They report several promising results of their
proposed method.

Despite the fact that ANN and ENNmodels performwell
in terms of yielding high forecasting accuracy (as indicated
by performance measures such as the mean-squared error),
these forecastingmodels require a very long time to complete
the forecasting task. In other words, they are very time
consuming. The reason behind such a drawback comes from
the fact that these models are all utilizing the gradient-based
learning algorithms such as the backpropagation neural net-
work (BPNN). To overcome this problem, the extreme learn-
ingmachine (ELM) basedmodels have emerged. In fact, ELM
is known to be a super fast method and it can successfully
prevent problems associated with stopping criteria, learning

rate, learning epochs, localminima, and the over-tuning from
happening. In the literature, ELM has been employed in
fashion sales forecasting and its performance is proven to
be better than many backpropagation neural networks based
methods [29, 30]. Actually, Sun et al. [31] pioneer the use
of ELM for sales forecasting in fashion. They investigate the
relationship between sales amount and the significant factors
which affect demand (e.g., design factors). However, ELM
has its most critical drawback of being “unstable” as it can
generate different outcome in each different run. To overcome
this issue, an extended ELM method (EELM) is proposed
in [32] which computes the forecasting result by repeatedly
running the ELM for multiple times. Of course, the number
of repeating times is an important parameter in EELM and it
can be estimated.

Table 1 summarizes the representative papers using pure
AI methods for conducting fashion retail sales forecasting.

Even though ELM and EELM are faster than the classical
ANN and ENN based forecasting models, they are far from
perfect. In particular, ELM is unstable, and EELM still needs
a substantial amount of time to conduct prediction. In other
words, there are cases in which theymight not workwell (e.g.,
EELMwithmultiple repeated runs of learningmachine (LM)
cannot complete the forecasting task to be done within any
given time constraint imposed by the users [9]). The same
applies to other pure statistical and pure AI methods. As a
consequence, pinpointing on different perspectives, various
hybrid models are developed in the literature to enhance
fashion retail sales forecasting.

4. Hybrid Methods for Fashion
Sales Forecasting

Hybrid forecasting methods are usually developed based on
the fact that they can utilize the strengths of different models
together to form a new forecasting method. As such, many
of them are considered to be more efficient than the pure
statistical models and pure AI models. It is not surprising
that in recent years, a number of research works examine
hybrid forecasting methods, for example, [53, 55–59]. Hybrid
methods employed in the fashion forecasting literature often
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combine different schemes such as fuzzy model, ANN, and
ELMwith other techniques such as statisticalmodels, the grey
model (GM), and so forth. In the following, we review the
literature on hybrid methods in multiple subsections.

4.1. Fuzzy Logic Based Hybrid Methods. Vroman et al. [33]
are the pioneers in studying fuzzy based hybrid fashion fore-
casting method. They derive a fuzzy-adaptive model which
controls the weighting factors of an exponential-smoothing
statistical “Holt-Winter” forecasting method. They show that
the proposed fuzzy hybrid model outperforms the conven-
tional Holt-Winter method. They also advocate that their
proposed method can be applied for new item fashion sales
forecasting. After that, Thomassey et al. [34] use fuzzy logic
concept to perform fashion forecasting. Their new model
allows automatic learning of the nonlinear explanatory vari-
ables’ influence. Notice that their model requires a subjective
expert judgment for the learning process which poses a
challenge for its real-world application in the fashion retailing
industry. Thomassey et al. [37] propose a forecasting system
which is based onmultiple models such as fuzzy logic, neural
networks, and evolutionary procedures. They argue that the
result is versatile in processing the uncertain data. Recently,
Yesil et al. [39] apply a hybrid fuzzy model to fast fashion
forecasting. To be specific, they combine the fuzzy logic
model and the statistical model to conduct forecasting. In
their hybrid method, they calculate final forecast for weekly
demand based on the weighted average of forecasts that
are generated by multiple methods. They argue that their
proposed method achieves high accuracy.

4.2. Neural Network Based Hybrid Methods. In neural net-
work (NN) hybrid models, Vroman et al. [40] employ a
NN model with corrective coefficients of the seasonality
feature for mean-term forecasting horizon. They argue that
their proposed hybrid method can also conduct forecasting
for short and discontinuous time series. They report good
results with their proposed NN hybrid model and believe
that the outstanding performance comes from the NN’s
ability of mapping the nonlinear relation between data inputs
and output. Thomassey and Happiette [41] develop a hybrid
neural clustering and classification scheme for conducting
sales forecasting of new apparel items. Their model can
increase the accuracy of midterm forecasting in comparison
with the mean sales profile predictor. ANN can also be
combined with other techniques like Grey method (GM) and
autoregressive technique. For instance, a two-stage dynamic
forecasting model, which contains neural network and auto
regressive technique, is applied for fashion retail forecasting
in Ni and Fan [43]. In their model, Ni and Fan use neural
network to establish a multivariable error forecasting model.
Their model develops the concept of “influence factors” and
divides the “impact factors” into two distinct stages (long
term and short term). The computational experiment shows
that the multivariable error forecasting model can yield
good prediction results for fashion retail sales forecasting
problems. Aksoy et al. [38] combine the fuzzy method and

neural networks to form a new system called the adaptive-
network based fuzzy inference system. Their proposed new
system combines the advantages of both systems, namely,
the learning capability of the neural networks and the
generalization capability of the fuzzy logic technique, and
establishes the hybrid powerful system. Most recently, Choi
et al. [44] apply an ANN and GM based hybrid model for
fashion sales forecasting with respect to color. They compare
ANN, GM,Markov regime switching, and GM+ANN hybrid
models.They reveal that the GM(1,1) and ANN hybrid model
is the best one for forecasting fashion sales by colors in the
presence of very few historical data.

4.3. ELM Based Hybrid Methods. The extreme learning
machine (ELM) is quick in conducting forecasting [45].
Despite the fact that it is not perfect because of its unstable
nature, its “fast speed” makes it a very good candidate to
be a component model for more advanced hybrid model
for fashion forecasting. For example, Wong and Guo [42]
propose a novel learning algorithm-based neural network to
first generate initial sales forecast and then use a heuristic
fine-tuning process to obtain more accurate final sales fore-
cast. Their learning algorithm integrates an improved har-
mony search algorithm and an extreme learning machine to
improve the network generalization performance.They claim
that the performance of their proposed model is superior to
the traditional ARIMA models and two recently developed
neural networkmodels for fashion sales forecasting. Xia et al.
[46] examine a forecasting model based on extreme learning
machine model with the adaptive metrics. In their model,
the inputs can solve the problems of amplitude changing and
trend determination, which in turn helps to reduce the effect
of the over fitting of networks. Yu et al. [47] use ELM and
Grey relational analysis (GRA) to develop a fashion color
forecasting hybrid method [47]. Their computational result
with real empirical data proves that their proposed model
outperforms several other competing models in forecasting
fashion color.

4.4. Other HybridMethods. In addition to the types of hybrid
methods reviewed above, some other innovative forecasting
combined methods are also reported in the literature on
fashion sales forecasting. For example, Choi et al. [48]
employ a hybrid SARIMA wavelet transform (SW) method
for fashion sales forecasting. Using real data and artificial
data, they show that with relatively weak seasonality and
highly variable seasonality factor, their proposed SWmethod
outperforms the classical statistical methods. They conclude
to say that the SW method is suitable for conducting volatile
demand forecasting in fashion. Thomassey and Fiordaliso
[49] develop a hybrid method which is based on an existing
clustering technique and a decision tree classifier. Their
proposed hybrid method is useful for estimating the sales
profiles of new items in fashion retail in which there is no
historical sales data. Ni and Fan [43] establish a combined
method which includes autoregression and decision tree
method (called ART method). They propose that this hybrid
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method performs very well for fashion sales forecasting.
Table 2 summarizes the reviewed hybrid methods.

5. Applications in Fashion Industry

Sales forecasting is a real-world problem in fashion retailing.
From the perspective on applications and implementation,
various issues are identified.

First, in terms of the forecasting horizon, most of the
existing forecasting models are suitable for middle-term
and long-term forecasting. However, short-term forecasting,
including the very short term forecasting such as real-time
forecasting, is not yet fully explored. This kind of short-term
forecasting is very important given the nature of the fashion
industry (the fashion trend is unpredictable, and the lead time
is very short). From the literature review, we find that the
fuzzy logic based technique has been adopted for short-term
fashion sales forecasting, the methods [15, 34, 36, 38], and
so forth.Thus, we argue that for real-world implementations,
fuzzy logic based models, together with other speedy models
(such as statistical methods), can be good candidates for real-
world implementation as a short-term retail sales forecasting
system.

Second, regarding the product type to be forecasted, two
kinds of products are involved, namely, the existing product
and a new product. Compared to the existing products
forecasting, prediction on new product forecasting seems to
be much more complicated and difficult, due to the absence
of historical sales data. In the current literature, some papers
study the new item forecasting (e.g., [60–64]), but very few
papers explore the new item forecasting in fashion industry,
and exceptions include the following: (i) an item classification
method is used in [12], a neural networks and classification
combined method is reported in [41], and a fuzzy and Holt
Winter hybrid method is examined in [33], and an ANN
based hybrid method is proposed in [37]. Obviously, the
AI method is used frequently for new item forecasting. It
is the case because the AI method can better catch the
characteristics of the data and get a more accurate result.
Notice that the classification method is applied to new item
forecasting for such a reason, too. When predicting a new
item, the information and data are very limited. In order to
get more information, we have to wisely extract the useful
information from the available data. Therefore, a systematic
classification scheme is critical for this task.

Third, in terms of speed, in general, statistical methods
can output the forecasting results very quickly. AI methods
are usually more time consuming. In the past, the lead time
in the fashion industry is a bit longer than now, and the
lead time can be ten months or even one year. However,
the fashion industry has changed and fast fashion companies
like ZARA, H&M, and Mango are adopting quick response
strategy with a very short lead time (e.g., 2 weeks in Zara
for some products). As a result, forecasting result must be
available within a very short time for any forecasting appli-
cation for these companies. From the reviewed literature,
we observe that owing to the high speed of ELM [45],
it can be a good candidate to function under “fast fashion

forecasting” domain, together with statistical methods. In
addition, the fuzzy combiner method can also be used to
explore the problem for fast fashion forecasting [39], in which
the combiner generates forecasts by combining the forecasts
of different methods through fuzzy logic.

6. Conclusion and Future Research Directions

In this paper, we have conducted a comprehensive review
of the literature on fashion retail sales forecasting. We have
explored the advantages and the drawbacks of different kinds
of analytical methods for fashion retail sales forecasting. We
have also examined the pertinent issues related to real-world
applications of the fashion retail sales forecasting models.
From the reviewed literature above, we prepare Table 3 which
summarizes the fashion forecasting literature with respect
to the pure statistical models, the pure AI models, and the
hybrid models.

From Table 3, despite being popularly employed in the
industry, it is interesting to observe that the pure statistical
methods are not popularly studied in the literature over
the past 15 years. The reasons are as follows. (i) They are
already well-explored, and (ii) they are not sufficient to yield
sophisticated forecasting result by themselves. In fact, new
studies all move to AI and the hybrid models. The pure
AI models are studied a few times over the past 15 years.
However, obviously, pure AI (with a single method) models
are also not sufficient to generate most accurate forecasting
result with respect to the feature of fashion sales forecasting.
As a result, the hybrid model based papers appear most
frequently, especially over the past four years. Thus, we
believe that it is still a timely topic to explore more advanced
hybrid models for fashion retail sales forecasting.

Finally, we conclude this paper with the discussions of a
few future research directions below.

(1) For fashion retail sales forecasting, regarding the
data source, there are three kinds of data, namely,
the time series data, cross-section data, and panel
data. The time series data, which is collected over
discrete intervals of time, is widely used in fashion
forecasting and the methods applied to time-series
data are also well developed. Cross-section data is
collected over sample units in a particular time period
and panel data follows individual microunits over
time. These two kinds of data are not yet fully used
for fashion sales forecasting. Recently, a forecasting
method using the panel data is developed in [54] and
it will be an interesting future research direction to
explore the use of these different types of data for
fashion sales forecasting.

(2) Color is one critical element in fashion and it is
highly related to the inventory and production plan-
ning of fashion apparel products. However, from
the reviewed literature, only very few prior studies
have examined color forecasting (such as [44, 50–
52, 65]). Thus, more studies on this topic can be
conducted. In addition, on a related area, no prior
study has examined how fashion pattern design and
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Table 2: The summary of hybrid methods-based fashion retail sales forecasting models.

Method Paper Domain Findings

Fuzzy

Holt Winter [33] New items
The proposed fuzzy-adaptive model controls the weight factors of an
exponential-smoothing forecasting method, and it can be applied to

new item sales forecasting.

CCX
[34] Mean term

It uses fuzzy logic abilities to map the nonlinear influences of
explanatory variables to conduct forecasting, but expert judgment is

required for the learning process.

[35] Mean term It allows a textile company to obtain mean term forecasting to pass
commands to providers.

NN [36] Short term The method performs short-term forecasting by readjusting
mean-term model forecasts from load real sales.

Distribution
of aggregated
forecast and
classification

[37] New items
Insufficient data

The method (items forecasting model based on distribution of
aggregated forecast and classification) estimates the item sales of the

same family without requiring historical data.

NN [38] Short term The model promotes greatly the accuracy of forecasting results for the
horizon of one month.

NN [39] Fast forecasting

Using fuzzy logic, the combiner calculates final forecast for each
week’s demand as a weighted average of forecasts that are generated
by different methods. The combined forecast achieves better accuracy

than any of the individual forecasts.

ANN

CCX [40] Mean term
Considering noisy data and multiple explanatory variables

(controlled, available or not) related to the sales behavior, the
proposed model performs well.

Classification [41] New items
Neural clustering and classification model globally increases the

accuracy of midterm forecasting in comparison with the mean sales
profile predictor.

ELM +
Harmony
search

[42] Mean term

The learning algorithm integrates an improved harmony search
algorithm and an extreme learning machine to improve the network
generalization performance and is better than traditional ARIMA

models and two recently developed neural network models in fashion
forecasting.

ART [43]
Two stages:

long term and
short term

Combining the ART model the and error forecasting model based on
neural network, an adjustment improving model which can be

applied to the fashion retail forecasting is developed.

GM [44] Color trend
Insufficient data

GM+ANN hybrid models are examined in the domain of color trend
forecasting with a limited amount of historical data. The GM+ANN
hybrid model is the best one for forecasting fashion sales by colors

where only very few historical data is available.

ELM

Statistic [45] Fast forecasting A comparison with other traditional methods has shown that the
ELM fast forecasting model is quick and effective.

Metrics [46] Sufficient data

The adaptive metrics of inputs can solve the problems of amplitude
changing and trend determination and reduce the effect of the
overfitting of the neural networks. The model outperforms

autoregression (AR), ANN, and ELMmodels.

GRA [47] Color trend
With real data analysis, the results show that the ANN family models,

especially for ELM with GRA, outperform the other models for
forecasting fashion color trend.

SARIMA Wavelet [48] Highly
volatile sales

For real data with relatively weak seasonality and highly variable
seasonality factor, the SW hybrid model performs well.

Decision tree

Clustering [49] Mean term
The proposed model based on existing clustering technique and

decision tree classifier is useful to estimate sales profiles of new items
in the absence of historical sales data.

Auto-
regressive
technique

[43] Short term A two-stage dynamic short-term forecasting model is proposed



Mathematical Problems in Engineering 7

Table 3: The evolution of topics over time.

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013
Pure statistical
models [12] [49] [14]

Pure AI models [3] [15] [28] [19, 31, 50] [51, 52] [32]

Hybrid models [33] [40] [34, 35] [36, 37] [41] [42, 53] [43, 45,
48]

[38, 39,
46, 47] [44, 54]

other design factors affect demand and the respective
sales forecasting mechanism. It is another interesting
topic for further studies.

(3) In fashion retail system, the sales of the apparel
product are strongly influenced by the calendar factor,
for example, holiday. It can be observed easily that
the sales in National day’s holidays in Hong Kong
and Black Friday holidays in the USA will go up
very quickly and highly. On one hand, the demands
on these specific dates are much more volatile and
difficult to predict. On the other hand, the revenue
that can be generated during these periods of time can
be huge. As a consequence, how to precisely forecast
the demand during special dates/events becomes
crucial to fashion retailors. This becomes another
topic open for future research.
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