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Abstract. Multiscale error diffusion is superior to conventional error
diffusion methods in digital halftoning as it can eliminate directional
hysteresis completely. However, there is a bias to favor a particular
type of dots in the course of the halftoning process. A new multiscale
error diffusion method is proposed to improve the diffusion perfor-
mance by reducing the aforementioned bias. The proposed method
can eliminate the pattern noise in flat regions and the boundary
effect found in some other conventional multiscale error diffusion
methods. At the same time, it can preserve the local features of the
input image in the output. This is critical to quality, especially when
the resolution of the output is limited by the physical constraints of
the display unit. © 2004 SPIE and IS&T. [DOI: 10.1117/1.1758728]

1 Introduction

Digital halftoning is a process that uses bilevel pixels
(black and white pixelsto simulate a gray-scale image on
a bilevel output device. There are many methods to imple-
ment digital halftoning Among them, error diffusion is

Recently, an error diffusion algorithm was proposed by
Katsavounidis and Ku& This algorithm exploits multi-
scale error diffusion technique and forms another approach
to tackle directional hysteresis. This technique is superior
to conventional error diffusion methods such as that in Ref.
4 in a way that no sequential predetermined order is re-
quired for error diffusion. Accordingly, noncausal filters
can be used in diffusing quantization error to avoid direc-
tional hysteresis. This algorithm was improved by Chan to
reduce the boundary effect and the pattern noise appeared
in its diffusion output®

Both Katsavounidis and Kud’é multiscale error diffu-
sion and its improved versidhare basically realized with a
two-step iterative algorithm as follows. Consider one wants
to apply digital halftoning to a gray-level input imagé
whose values are withif0,1] to obtain an output binary
imageB. Without loss of generality, it can be assumed that

currently one of the most popular methods to generate half-they are of size < 2 each, wheré is a positive integer.
tone images as it can produce images of good quality at aAt the very beginning, an error imageis initialized to be
reasonable cost. However, as the quantization error is dif-X. Then the positions of the white dots in the output image

fused to a predefined direction with a causal filter during
the halftoning process, conventional error diffusion algo-
rithms introduce directional hysteresis to the output half-
tones. Various modifications to the original error diffusion
algorithnf have been proposed to reduce this problem. The
approaches include using longer error diffusion filters-

ing nonraster scars;’ postprocessing the inpfitand ex-
ploiting threshold modulatio®*° However, though most
of them can effectively reduce directional hysteresis to a
certain extent, none of these approaches can root direc
tional hysteresis out as causal diffusion filters are still used.
They just try to hide directional hysteresis by averaging out
to zero the diffused error components in a local region.
From this point of view, Peli's approathis a bit better as

no directional error diffusion is involved in its realization.
It iteratively modifies selected binarized pixels to reduce
the weighted averaged error of local regions.
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B are determined and the error imageis updated itera-
tively. At each iteration, a white dot (valeel) is first in-
troduced at one location of the output ima§eThe loca-
tion is chosen in a greedy way based on the curefithen

the error at that position is diffused to the neighbors of that
pixel with a noncausal diffusion filter to update the error
imageE. These procedures are repeated until the sum of all
elements ofE is bounded in absolute value by 0.5. This
forms the framework of the multiscale error diffusion tech-
nigue.

An interesting observation we have had is that, in this
multiscale error diffusion technique, no matter whether Ref.
12 or Ref. 13 is concerned, the major activity is to assign
white dots toB. Black dots inB are passively assigned
during the process. They are only the dots left behind after
assigning the white dots and have no say to determine their
positions. This implies that the diffusion technique favors
bright areas or bright features. Conceptually, such a bias
should be avoided. A dark area is not necessarily less im-
pbortant. At least dark features in bright regions are as im-
portant as bright features in dark regions.
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I A L L 2 Algorithm
T Our proposed algorithm is a two-step iterative algorithm as
R R well. First, the default type of dots used in the halftoning
"= = == = = - " . . . f
S process is determined. The total energy of the image is
s L e iy Lo e estimated to determine how many white dots one must in-
R TR LU troduce during the halftoning process. If this is more than
t: - half of the total number of pixels, it is better to introduce
(2) . . (b) .. (c) . black dots instead of white dots so as to reduce the realiza-
D tion effort. Black dots are used as the default type of dots in
R . this case. Otherwise, white dots are used by default. Here,
I I without losing the generality, that white dots are the default
" e N L is assumed. If it is the opposite, one can invérbefore
5 ey o L. carrying out the proposed algorithm and invert the output at
T L the end. In this paper, inverting an image means replacing
(d) (e) the image with its negative image.

An error imageE is initialized to beX at the beginning.
Fig. 1 (a) Original image “heart” and diffusion results of (b) Ref. 12 Note that we assume white dots are the default type of dots.
by assigning black dots, (c) Ref. 12 by assigning white dots, (d) Ref. If this is not the caseX should have been inverted and the
13 by assigning black dots, and (e) Ref. 13 by assigning white dots. X we are now referring to is actually the negative image of
the original E. Dots, either black or white, are then as-
signed to appropriate locations of the output im&ene
by one anckE is updated iteratively. Basically, there are two
. . . . . steps at each iteration. These steps are repeated until the
Another observation we have is that, in a bright region, ¢,m of all elements oE is bounded in absolute value by
the positions of black dots are more critical than those of g 5 The details of the two steps are as follows.
white dots. Minority dots are generally more outstanding in
a region and hence they should be used to highlight the
local features in the region. Accordingly, in a bright region,
black dots instead of white dots should be handled first due2.1 Step 1: Determine the Right Location of a New
to their higher priority. Similar consideration should be Dot
made when handling a dark region. In this case, white dotsat the beginning of each iteration, we assume a white dot is
should be of higher priority. to be introduced in the iteration. Note that this assumption
Figure 1 shows how assigning different types of dots in is based on the default type of dots that has been selected.
different scenarios affects the diffusion results of Refs. 12 In contrast to conventional multiscale error diffusion algo-
and 13. The original image shown in Figalis a bright rithms, the location where a new white dot should be intro-
image the average intensity level of which is 0.936 duced is determined via the “extreme error intensity guid-
€[0,1]. Black dots are the minority. Figuregk) and Xc) ance” instead of the “maximum error intensity guidance.”
show, respectively, the results of iteratively assigning black "€ process starts with the error imageas the region
dots and white dots to the output image with Katsavounidis ©f interest. Then the region of interest is divided into sub-
and Kuo’s algorithrm? As the original algorithm of Ref. 12 regions ar_ld the subregion with the Iar_gest sum of its aI_I
assigns white dots only, to obtain the simulation result of ;E??smri;:tilgcﬁﬁ%tg szrttiziIgf\évu[:ﬁgg)ignOL;nEEGQZ?:i.chrS
assigning bl_ack dOtS’. we haIftongd the negative image Ofsize is reached. Then, whether the average enerdy iof
the original image with the algorithm and then produced

A L ; that subregion is larger than 0.5 is investigated. If the cri-
the negative image of the result. Note that this is equwalentterion is satisfied, the subregion is declared to be a bright

to the result of iteratively assigning black dots to the output \oqion | this case, if the number of black dots introduced
image with the algorithm. One can see that the contour ofy the region does not exceed the total number of black dots
the heart is broken into pieces of dotted line segments inihat should be introduced, the dot to be introduced should
Fig. 1(c) but it is in a good shape in Fig.(). A similar e changed to a black one in this iteration. This can be
case occurs in Figs.(d) and Xe), which show the results  realized by inverting the active elements®in the corre-

of using Chan’s algorithm. These examples show that mi-sponding subregion witle, ;=1—g;, wheree; ; denotes
nority dots are more important in a_halftor_led output ar_ld the value of the pixel o at location Gi). Active ele-

they should be handled first when this multiscale error dif- et are those elements whose corresponding elements in
fusion technique is exploited. o B have not yet been assigned a dot.

Based on the idea we have presented, in this paper, a After making the decision and working accordingly, the
new diffusion algorithm is proposed to improve the multi- aforementioned division procedure is repeated as before
scale error diffusion technique by reducing the bias to auntil a particular pixel location is reached. Note that even
particular type of dots and preserving the features in a par-though the region with the largest sum of its all elements is
ticular region of the image in the output to a certain extent. always selected, it is not following the “maximum error
A simple trick is also presented in this paper to reduce theintensity guidance” as the active elements Bfmay be
boundary effect introduced in Katsavounidis and Kuo’s inverted in the course. It is actually following the “mini-
algorithm?? mum error intensity guidance” when they are inverted.
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1. The default type of dots is white.

2. The initial diffusion filteris w; ; = {g 125 s

¥ 1=7=0 fori and [jl<2.

3. The decision of introducing a white/black dot is made when the region of interest is of size 4 x 4 and the following are the
associated error image E and output image B of the region of interest on hand at a particular iteration. One of the pixels in B
was assigned to be a black dot (0) already.

E plane B plane
0.975 | 0.975 | 0.975 | 0.900 ? ? ? ? The average of the E elements in the
2 2 2 region is larger than 0.5. This is a bright
0975 [ 0975 | 0.800 7 : 9 9 region and a black dot should be
0.975 | 0.975 | 0.875 | 0.900 ? ? ? ? introduced.
0.900 | 0.900 | 0.900 | 0.900 ? ? ? ?
0.025 | 0.025 | 0.025 | 0.100 1All active elements in E are inverted. The division procedure repeated until a
Note there is 1 inactive element in the particular pixel location (the pixel of
0025 [N 0025 | 0.100 region. It’s shaded. value 0.125 in this example) is reached.
0.025 | 0.025 § 0.125 § 0.100 After inversion, realize the algorithm as if The ‘maximum error intensity guidance’
0.100 | 0.100 | o.100 [ 0.100 a white dot should be introduced. rule is applied.
? ? ? ? Assign a white dot (1) to the located
> 0 > > position in B and adjust the diffusion
. filter to diffuse the corresponding error
? ? 1 ? inE.
? ? ? ?
0.025 | 0.025 | 0.025 | 0.100 Diffuse the corresponding error in E with Note there is 1 in.active elemen.t inthe .
0.025 170000 | 0.100 | -0.025 the adjusted filter. filter's support window before introducing
- - . . the new dot. After adjustment, the
0.025 | -0.100 | 0.000 | -0.025 o 11
0.100 | -0.025 | -0.025 | -0.025 diffusion filter becomes 7{1 0 1.
1 11
0.975 | 0.975 | 0.975 | 0.900 ? ? ? ? Anvert all active elements in E and the
? 0 2 ? newly-introduced dot in B.
0.075 | 1.100 | 1.025 Py > 0 Py The number of inactive elements in E is
0.975 | 1.100 | 0.000 | 1.025 [ ! ! in dby 1.
v | 0900 | 1.025 | 1.025 | 1.025 ? ? ? ?

2 These inversion steps can be skipped if the decision that a white dot should be introduced to the 4 x4 region is made.

The inversion of an active element ¢; ; is achieved by ¢; ; :==1—¢; ;.

Fig. 2 Example of how the algorithm introduces a black dot to a bright region.

In Katsavounidis and Kuo’s approatha region of in- (m,n), by makingb,, ,=1 and a noncausal diffusion filter
terest is partitioned into four nonoverlapped subregions toH with a support window Q={(x,y)|0=<|x],|y
locate the next region of interest. At a particular scale, the|$ha|f window sizé is used.
borders of regions are fixed, which restricts how to locate | & e,; andb; | be, respectively, the values of the pixels

e o e e o oy E and B a location (1) after th do assignmen but
’ Y ) P Yhefore the error diffusion. Then, after the error diffusion,

overlapping subregion's. A )
A simple trick is introduced in the proposed algorithm to the new value o ;, saye;; is assigned to be

reduce this effect. Before realizing the proposed two-step
algorithm, a 1-pixel frame of value 0 and a 1-pixel frame of 0

!

if (i,j)=(m,n)
value 1 are, respectively, added Eoand B first. At each &=
iteration, the size of the starting region of interest remains €)= Wi-mj-ndij(1—€nn)/s else,
to be that of the originak but the region is shifted by a @
random offset Xqf,Yorr), WhereXxq.s and yqre[ —1,0,1].
By doing so, the borders of regions vary at different itera- wherew, ,’s are the filter weights of filteH, a; ; is an
tions and hence the boundary effect can be reduced. Aftefe; ;-dependent parameter defined as
all dots are assigned, the frameBfis removed to get the
final halftoned output. a
i

1 if g ; is an active element andi,j)#(m,n)
2.2 Step 2: Update Error Image E
After the right pixel position is located, a dot is assigned to
it. The dot could be a white dot or a black dot and it de- 2
pends on the decision made in step 1. Here, it is assumed
that a white dot is assigned to the selected position, sayand

|0 else,
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gray level, g

S= 2 Wi_m’j_nxai’j. (3)
(i—-m,j—n)eQ

Note this assignment causes no error leakage in the error)
diffusion and the algorithm works with any choice of filter

H, producing different results. In the case whereO, a

filter with a larger support window should be exploited to (b)
makes# 0 and keep the algorithm working.

In Katsavounidis and Kuo’s approathgquantization er-
ror at (m,n) will be diffused to its neighbors even though
they are already assigned to be white dots. This amount of
error will then be stored in these locations forever and will (q)
not contribute to the following quantization and diffusion
stages. This effect results in an uneven error intage the
end and makes the introduced dots not properly distributed ()
in a local region. The proposed approach can obviously
solve this problem.

If the dot to be assigned to the position is a black one,
the same procedures for assigning a white dot can still be
exploited. Since the active elements Bfwere inverted (g
earlier in this case, carrying out the same procedures is
actually equivalent to assigning a black dot to the position
as long as an adjustment is performed afterward. Specifi- (h)
cally, the adjustment is made by inverting the active ele-
ments of the update& in the concerned subregion with
e j=1—e¢; j and invertingo,, , to zero after performing the
procedures already described.

Figure 2 shows an example of how the algorihm works
when the point at which the decision of introducing a black
or white dot should be made is reached. In this example,
the decision is made when the region of interest is of size (k)
4x 4 and the region concerned is a bright region, as shown
in the figure.

)

Fig. 3 (a) Original ramp image and diffusion results of (b) Ref. 4, (c)
Ref. 5, (d) Ref. 6, (e) Ref. 3, (f) Ref. 8, (g) Ref. 9, (h) Ref. 2; (i) Ref.
11, (j) Ref. 12, and (k) the proposed algorithm.

3 Simulation Results

Simulations were carried out to evaluate the performance of

the proposed algorithm. First, we compare the performance )

of various algorithms that try to tackle directional hyster- (4) is exactly the same as the one used in Ref. 12. When
esis with different approaches. The selected algorithmss=0 in a particular local region, thid used for that region
cover all kinds of approaches and Fig. 3 shows their simu-was extended by increasimgby 1. In the realization of the
lation results. The &3 noncausal diffusion filter used in  proposed algorithm, the decision of introducing a white dot
Ref. 12 was used in realizing Katsavounidis and Kuo's al- or a black dot was made when the region of interest was of
gorithm. This filter was also used as the initial versiorHof  size 16<16.

in realizing Chan'$® algorithm and the proposed algorithm. Figure 3b) shows the performance of standard error
In the realization of these two algorithms, the actual diffu- diffusion:* The original image is the ramp image shown in
sion filter operated on a particular local region Bfwas Fig. 3(a). The diffusion starts from the left upper corner of
adjusted based o, as described in Eqél) to (3) accord-  the image. The artifacts caused by directional hysteresis are
ing to the distribution of the active elements in the region. obvious in Fig. 8b), and can be identified by the virtual
Whens=0, H evolved to have a larger support. In formu- arcs formed by connecting the front-line minority dots in

lation, theH used in our simulation can be generalized as the upper corner of the output. The directional diffusion of
quantization error diffuses the error to the next line and

0 if i=j=0 hence, when the next line is processed, it will be sooner
= o for |il,|j|=<d, when the accumulated error is larger than the threshold so
o l@d+1-[i[=[iD/s  else as to produce a minority dot. This causes a corresponding

(4) directional shift of minority dots even though the energy
_ , _ distribution of each row is identical.
whereSis the total sum of allv; ;'s, (2d+1)x(2d+1) is These virtual arcs can also be found in Fig&)33(d),
the size of the filter support, andi is a positive integer.  3(g), and 3h). This implies that using a longer error diffu-
When the side and corner pixels were handled, sameés sion filter® using a serpentine sc&rand using threshold
might fall out of the boundary. In such a case, they were setmodulatior?® are not able to eliminate directional hyster-
to be zero. Note that, wheth=1, the filter defined in Eq. esis. These approaches can handle directional hysteresis
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o) © )

Fig. 4 (a) Original image; (b) edges detected in (a); and diffusion results of (c) the proposed algorithm,
(d) Ref. 4, (e) Ref. 6, (f) Ref. 3, (g) Ref. 8, (h) Ref. 2, (i) Ref. 12, (j) Ref. 9, (k) Ref. 11, and (I) Ref. 13.

along the rows, but they cannot handle downward hyster- Katsavounidis and Kuo'$ algorithm exploits multiscale
esis. error diffusion. Theoretically, multiscale error diffusion is
Mege and Vaidyanathan's dot diffusidband Kumar and  superior to other approaches in removing directional hys-
Makur's postprocessing approdatan handle vertical hys-  teresis as it can eliminate it completely. The regular shift of
teresis to a certain extent and hence the virtual arcs d'sapminority dots caused by directional error diffusion cannot
pear in Figs. &) and 3f). Mege and Vaidyanathan's algo- o 154 in Fig. §). From Fig. 3j), one can see that dots

rithm divides the input into a number of blocks and then . o .
processes the pixels of each block in a predefined order. Ad'€ uniformly  distributed according to the gray level of

a result, periodic patterns appear in Fige)30ne can see each column of pixels. However, as the error diffusion is
that the}e are pairs of “eyes’ located @t 0.26, 0.44, 0.58 not biased to a particular direction, regular dot patterns are
0.7, and 0.88. The 1616 class matrix suggested in Table everywhere when the input is a uniformly distributed pat-

IV of Ref. 7 was used in the simulation, and hence the 32 telrn r_tshun(ilrll ; a:] F'g'th(a)' Eelrlnsn m“'tfc"’.‘r'ﬁr 5r09§SS'n?n
X 256 halftone output shows two complete cycles along the 290" €moves he patlern Noise by introducing some

vertical direction. Kumar and Makur's algoritfndiffuses random disturbance. However, simulation result shows that
the intermediate output in different directions iteratively so there is a visible step change gt 0.50, as shown in Fig.

as to remove directional hysteresis. Every single iteration 3(1)-

corresponds to a halftoning process of the image and intro-  Figure 3k) shows the simulation result of the proposed
duces some noise to the image. The larger the number ofilgorithm. Like Katsavounidis and Kuo's algorithm, as
iterations, the more the image is degraded. multiscale error diffusion technique is used, there is no di-
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rectional hysteresis. As compared with Figj.) 3the pattern
noise is removed.

Figure 4 shows some other simulation results for evalu-
ating the feature preserving performance of the proposed
algorithm as compared with other algorithms. Though the
feature-preserving performance of multiscale error diffu-
sion is the concern in the paper, we purposely include the
results of some other halftoning algorithms for reference.
The pictures in Fig. 4 are actually the halftoning results of
image “Ceiling.” Edge is one of the important features in
an image. Figure (%) shows the edges detected in the origi-
nal shown in Fig. éa) and can be used as a reference to
compare the performance of various algorithms. From Fig.
4(a), one can see that there are strips on the ceiling andj
there are white lines on the edges of each strip. These white
lines are missing in Figs.(d), 4(e), 4(f), 4(j), and 4k), but 3
they are highly visible in the results of the proposed algo-
rithm and Chan'’s algorithm, as shown in Figgcyand 41), :
respectively. Figure @ shows Katsavounidis and Kuo’s
result. Some white lines are missing and the “virtual”
edges of the first and the second strips from the top of the
image are not as straight as those in Fi@)4The perfor- g
mance of the Ref. 13 algorithm is very close to that of the _
proposed algorithm, but one can still tell the difference
when comparing the diffusion results of the canopy of the §
chandelier on the left of the image. One can tell from Fig. 3
4(c) that the canopy is cone-shaped but it is impossible to g
determine this with Fig. @). One can also compare the
corresponding region in Fig.(8) to find that Fig. 4c) can
report the canopy in a more faithfully way. The algorithm §
proposed in Ref. 8 is an iterative algorithm. The output of §
the standard error diffusidwas used as its initial estimate 3
in the simulation. By using Fig.() as a reference, one can

see that the canopy of the chandelier on the right of the (c) (f)
image and the first corbel on the left of the image are miss-
ing in Fig. 4g), while they are reported in Fig.(d). Fig. 5 Diffusion results of a flat image of gray level 50/255: (a)

The features of an image are ot limited fo edges. Thelcissiounids sud Kuos gorn, | ©) 0 popeeed soe o
smoothness of flat regions is also an important feature in an)"yc 'Gision scheme. (d) Polrs algorithpm’ﬁ © Chars algorithm, 1
image. Figure 5 shows the diffusion results of different al- and (f) Kumar and Makur's algorithm.?
gorithms when they are used to process a flat gray-level
image of intensity level 50/255. This intensity level is ran-
domly selected. One can see that there is serious pattergame as that of Ref. 12. As parallel processing is allowed in
noise in Fig. %a). As Katsavounidis and Kuo’s algorithm jts realization, real-time halftoning can be achieved with
partitions a region into nonoverlapped subregions in a fixedthe processed algorithm.
manner, it results in a fixed dot assignment pattern and As compared with Figs. (6) and 5c), Fig. 5d) looks
hence pattern noise is unavoidable in a flat region. Thelike a rough surface that is full of defects. It appears that
proposed algorithm can solve this problem. black holes of large size are everywhere. The appearance of

In the realization of the proposed algorithm, the region Figs. 5e) and 5f) is better, but it is not as fine as Figgbb
of interest can be divided into nine overlapped subregionsand 5c). The size of the apparent black holes scattered over
instead of four nonoverlapped subregions to locate the nexfFigs. 5e) and 5f) is somewhat larger than that scattered
region of interest at a particular scale as in Ref. 13. Figuresover Figs. %c) and d).

5(b) and Hc), respectively, show the case of using the  Note here that the proposed algorithm preserves the lo-
1-to-4 scheme and that of using the 1-to-9 scheme. Theo<cal features of the image by putting minority dots in the
retically speaking, the proposed algorithm works better right positions during halftoning. The features are not high-
with the 1-to-9 scheme as it is less restricted. However, lighted by enhancing the edges before halftoning the origi-
simulation results show that the visible difference is very nal image. Obviously, preprocessing distorts the original
small. In contrast to Ref. 13, the proposed algorithm re- image and introduces noise to the image. Edge enhance-
moves the boundary effect by shifting the window used to ment also leads to disturbance to the intensity of the origi-
define a region of interest instead of overlapping subre-nal. This does not happen in our case.

gions. This would be an advantage as it handles fewer re- Some algorithms may enhance edges via adjusting some
gions at a time and in turns reduces the complexity. Thetuning parameters to make the thresholding process more
complexity of the proposed algorithm is more or less the sensitive to the intensity difference between adjacent pixels
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along the scan. To a certain extent, one can consider this as5. P. Stucki “"MECCA-A multiple-error correcting computation algo-

embedding image enhancement in halftoning. In our ap- gthm J"L b”ze"‘?'ﬁhl""grg;"py reproduction,” Res. Rep. RZ1060, IBM
. . es. Lab., Zuric .
proach, no parameter Is tuned for this purpose and the fea’G. Z. Fan, “Error diffusion with a more symmetric error distribution,”

ture is preserved naturally. After all, there is no tuning pa- Proc. SPIE2179 150—158(1994.
rameters for multiscale halftoning algorithms including 7. M. Meg and P. P. Vaidyanathan, “Optimized halftoning using dot

those of Refs. 11, 12, and 13 to enhance or preserve edges. diffusion and methods for inverse halftoninglEEE Trans. Image
T Process9(4), 691-709(2000.

. 8. A. Kumar and A. Makur, “On the phase response of the error diffu-
4 Conclusions sion filter for image halftoning,"EEE Trans. Image Proces$(9),
The performance of various halftoning algorithms proposed  1282-12921999.

; ; ; ; 9. N. Damera-Venkata and B. L. Evans, “Adaptive threshold modulation
for removing directional hysteresis was evaluated. It was for error difiusion halftoning " IEEE Trans, Image Procesd (1),

found that multiscale error diffusion can effectively elimi- 104—116(2001).
nate d”e_Cfﬂona' hyst(ereSIs Wl'Fh a noncausal dlﬁU.SIOFI filter. 10. K. Knox and R. Eschbach, “Threshold modulation in error diffusion,”
A new digital halftoning algorithm based on multiscale er- J. Electron. Imaging?, 185-192(1993.

ror diffusion was also proposed. In contrast to Refs. 12 and1!- E. Peli, “Multiresolution, error-convergence halftone algorithrd,”
p - : - b Opt. Soc. Am. /8(4), 625—633(1997).

13, the eXt_reme error IntenSIty gu!dance principle was %12 I. Katsavounidis and C. C. J. Kuo, “A multiscale error diffusion tech-
adopted. This reduped the_ bias to bright areas and preserved nique for digital halftoning,”IEEE Trans. Image Proces8(3), 483—
the local features in the image. In addition, the proposed  490(1997.
algorithm can effectively remove the boundary effect and 13. Y. H. Chan, “A modified multiscale error diffusion technique for digi-
the pattern noise introduced by Ref. 12 tal halftoning,” IEEE Signal Process. Leth(11), 277-280(1998.

When the resolution of the processing image is high,
whether the minority dots can be located in the critical
positions to show local features of an image may not be
critical because dots are eventually filtered by the eyes anc |
their exact positions are fuzzy to the viewer. However, |
when both the original and the output halftone are of lim-
ited resolution, say 150200 dots, this is a critical matter
as dots can be visible at the viewing distance. This case is
not uncommon when a user views images with a small
display unit such as a mobile phone or a handheld device.
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