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(57) ABSTRACT

A digital communication system based on the use of chaotic
carriers is disclosed. For each symbol to be sent, the trans-
mitter sends a reference chaotic signal followed by a trans-
formed version of the reference chaotic signal. For different
symbols, different transformations are performed. Also, the
transformations are designed such that the transformed ver-
sions of the reference chaotic signal do not resemble the
original reference chaotic signal. As a consequence, little
information can be deduced by inspecting the frequency
spectrum of the transmitted signal. Moreover, even if the
communication could be detected, it is difficult to decode the
messages because there are numerous transformations pos-
sible.
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METHODS AND SYSTEMS FOR
TRANSCEIVING CHAOTIC SIGNALS

FIELD OF THE INVENTION

This invention relates to data transmission methods and
systems, particularly those transceiving digital data.

BACKGROUND OF THE INVENTION

Since the early 1990’s, communication systems based on
chaotic carriers have been proposed. Chaotic signals can be
generated with very simple circuitry and are characterized by
a wide bandwidth. By using a chaotic carrier to spread the
digital signal over a wide frequency band, the resulting sys-
tem inherits the benefits of spread-spectrum communications
such as mitigation of multipath fading and low probability of
detection.

Communication systems based on chaos can be broadly
categorized into two groups. In the first group, chaotic signals
carrying the information must be synchronously reproduced
at the receiver in order to recover the information, Many
synchronization techniques have been proposed and studied
in the literature, for example, U.S. Pat. Nos. 6,363,153 and
6,331,974. Communication systems based on synchronized
chaos have a high security because identical chaotic circuits
are required at the transmitters and receivers. However, syn-
chronization techniques are only stable under a very low
noise environment. When the noise level is increased to a
practical level, synchronization will fail and the communica-
tion systems no longer function properly.

In the second group of chaos-based communication sys-
tems, the chaotic carriers need not be regenerated at the
receiving end. The receivers determine the transmitted infor-
mation based only on the incoming chaotic signals. An
example of such systems is the differential chaos-shift-keying
(DCSK) scheme, which is described in the original paper by
Kolumban et al. in 1996, (“Differential chaos shift keying: A
robust coding for chaos communications” published in the
1996 Proceedings of International Specialist Workshop on
Nonlinear Dynamics of Electronics Systems, pp. 87-92). In
this system, each bit duration is divided into two equal time
slots. In the first time slot, a reference chaotic signal is sent.
Dependent upon the binary symbol being sent, the reference
signal is either repeated or multiplied by “~1"" and transmitted
in the second time slot. The chaotic signal in the second time
slot is known as the information-bearing chaotic signal
because it carries the binary symbol being sent. However,
because of the regular bit structure and the high correlation
between the reference chaotic signal and the information-
bearing chaotic signal, the bit frequency can be easily deter-
mined from the transmitted signal, jeopardizing the security
of this system.

In addition, chaotic signals, being wideband, occupy a
bandwidth much larger than what is required to transmit the
information. Hence, more than one user should be able to
transmit information in the same frequency band. Multiple
access techniques based on the differential chaos-shift-key-
ing scheme, as described in the papers by Kolumban et al. in
1997, (“Multilevel differential chaos shift keying” published
in the 1997 Proceedings of International Specialist Workshop
on Nonlinear Dynamics of Electronics Systems, pp. 191-196)
and by Lau et al. in 2002, (“A multiple access technique for
differential chaos shift keying” published in IEEE Transac-
tions on Circuits and Systems I, pp. 96-104), make use of
different transmitted bit/frame structures for different users to
minimize the interference between users. However, the simi-
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larity between the reference chaotic signal and the informa-
tion-bearing chaotic signal remains. Hence, anyone with a
simple correlator-type receiver can decode the signals easily.

OBIECTS OF THE INVENTION

Therefore, it is an object of this invention to provide a
chaos-based digital communication system that does not
require the regeneration of chaotic carriers at the receiving
end, and/or resolve at least one or more of the problems as set
forth in the prior art. As a minimum, it is an object of this
invention to provide the public with a useful choice.

SUMMARY OF THE INVENTION

Accordingly, this invention provides a method for trans-
mitting and receiving a digital message having N digits in a
system. Each of said N digits having any one of M values k.
Each k corresponds with a k”*-second chaotic signal genera-
tor associating with a k”-second chaotic algorithm, and is
transmitted within a bit period as a chaotic signal comprising
afirst chaotic signal and a second chaotic signal the bit period
being divided into a first portion and a second portion. The
first chaotic signal is generated from a first chaotic signal
generator by a first chaotic algorithm, and transmitting the
first chaotic signal in the first portion of the bit period. Then
the corresponding k™-second chaotic signal generator is
selected, and the first chaotic signal is fed to the k”*-second
chaotic signal generator to generate the second chaotic signal,
and transmitting the second chaotic signal in the second por-
tion of the bit period. The first and second chaotic signals are
received at a receiver storing a demodulating algorithm, and
demodulating the chaotic signals to generate the transmitted
value k. It should be noted that the first and second chaotic
signals are sent at any order.

Optionally, the chaotic signal may be demodulated by the
demodulating algorithm by the steps of:

separating the first and second chaotic signals received at

the receiver;
transforming the second chaotic signal received at the
receiver according to the inverse of the second chaotic
algorithm for each of the second chaotic signal genera-
tors to generate a plurality of inversely transformed sec-
ond chaotic signals;
matching the first chaotic signal with the plurality of
inversely transformed second chaotic signals; and

assigning the transmitted value according to the closest
match between the first chaotic signal and the plurality
of inversely transformed second chaotic signals.

Alternatively, the method as claimed in claim 1, wherein
the chaotic signal is demodulated by the demodulating algo-
rithm by the steps of:

separating the first and second chaotic signals received at

the receiver;

transforming the first signal received at the receiver accord-

ing to the second chaotic algorithm for each of the sec-
ond chaotic signal generators to generate a plurality of
transformed first chaotic signals;

a matching the second chaotic signal with the plurality of

transformed first chaotic signals; and

assigning the transmitted value according to the closest

match between the second chaotic signal and the plural-
ity of transformed first chaotic signals.

Preferably, the first chaotic signal includes a series of num-
bers sent within the first portion of the bit period. More
preferably, the first chaotic signal is generated by the steps of:
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a) inputting a random number to the first chaotic algorithm
to generate a first chaotic number;
b) inputting the first chaotic number to the first chaotic
algorithm to generate a second chaotic number; and
¢) repeating step b) using the second chaotic number as the
first chaotic number until all numbers to be transmitted
within the first portion of the bit period are generated.
The first chaotic algorithm is preferred to be y=4x>-3x, x is
an input number, and y is one of the numbers forming the first
chaotic signal.
Optionally, M equals to 2, and each digit has a value of
either O or 1.
Itis another aspect of this invention to provide a method for
transmitting the value k in a system for transmitting a digital
message having N digits, each of said N digits having any one
of M values, and wherein each of said M values k
corresponds with a k™-second chaotic signal generator
associating with a k-second chaotic algorithm; and
is transmitted within a bit period as a chaotic signal com-
prising a first chaotic signal and a second chaotic signal,
the bit period being divided into a first portion and a
second portion
including the steps of:
generating the first chaotic signal from a first chaotic signal
generator by a first chaotic algorithm, and transmitting
the first chaotic signal in the first portion of the bit
period;
selecting the corresponding k”-second chaotic signal gen-
erator,
feeding the first chaotic signal to the k”-second chaotic
signal generator to generate a second chaotic signal, and
transmitting the second chaotic signal in the second
portion of the bit period,
Itis yetanother aspect of this invention to provide a method
for receiving the value k in a system for transmitting and
receiving a digital message having N digits, each of said N
digits having any one of M values, and wherein each of said M
values k corresponds with a k”-second chaotic signal genera-
tor having chaotic characteristic value associating with a
k-second chaotic algorithm to generate a second chaotic sig-
nal, said chaotic signal being transmitted within a bit period
as a chaotic signal comprising a first chaotic signal and a
second chaotic signal, the bit period being divided into a first
portion and a second portion, including the step of receiving
the first and second chaotic signals at a receiver storing a
demodulating algorithm, and demodulating the chaotic sig-
nals to generate the transmitted value k.
Itis a further aspect of this invention to provide a system for
transmitting and receiving a digital message having N digits,
each of said N digits having any one of M values, and wherein
each of said M values k is transmitted within a bit period, the
bit period being divided into a first portion and a second
portion, The system includes:
a transmitter having a first chaotic signal generator and M
second chaotic signal generators, each of said M second
chaotic signal generators corresponding to one of the M
values k and associating with a k”-second chaotic algo-
rithm, such that
a chaotic signal representing the value k and comprising
a first chaotic signal and a second chaotic signal is
transmitted within a bit period, the bit period being
divided into a first portion and a second portions;

said first chaotic signal being generated from the first
chaotic signal generator by a first chaotic algorithm;
and
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said second chaotic signal being generated by a corre-
sponding k”-second chaotic signal generator using
the first chaotic signal as an input; and

a receiver having a demodulator and storing the chaotic

characteristic values of all of the chaotic signal genera-
tors, to receive and demodulate the chaotic signal to
generate the transmitted value.

Preferably, the demodulator incorporates a demodulating
algorithm to demodulate the chaotic signal by the steps of:

separating the first and second chaotic signals received at

the receiver;
transforming the second chaotic signal received at the
receiver according to the inverse of the second chaotic
algorithm for each of the second chaotic signal genera-
tors to generate a plurality of inversely transformed sec-
ond chaotic signals;
matching the first chaotic signal with the plurality of
inversely transformed second chaotic signals; and

assigning the transmitted value according to the closest
match between the first chaotic signal and the plurality
of inversely transformed second chaotic signals.

Alternatively, the demodulator incorporates a demodulat-
ing algorithm to demodulate the chaotic signal by the steps of:

separating the first and second chaotic signals received at

the receiver;

transforming the first signal received at the receiver accord-

ing to the second chaotic algorithm for each of the sec-
ond chaotic signal generators to generate a plurality of
transformed first chaotic signals;

matching the second chaotic signal with the plurality of

transformed first chaotic signals; and

assigning the transmitted value according to the closest

match between the second chaotic signal and the plural-
ity of transformed first chaotic signals.

This invention also provides a transmitter for use in a
system for transmitting and receiving a digital message hav-
ing N digits, each of said N digits having any one of M values,
and wherein each of said M values k is transmitted within a bit
period, said transmitter having a first chaotic signal generator
and M second chaotic signal generators, each of said M
second chaotic signal generators corresponding to one of the
M values k and associating with a k”-second chaotic algo-
rithm, such that

a chaotic signal representing the value k and comprising a

first chaotic signal and a second chaotic signal is trans-
mitted within a bit period, the bit period being divided
into a first portion and a second portions;
said first chaotic signal being generated from the first cha-
otic signal generator by a first chaotic algorithm; and

said second chaotic signal being generated by a corre-
sponding k”-second chaotic signal generator using the
first chaotic signal as an input.

It is a further aspect of this invention to provide a receiver
for use in a system for transmitting and receiving a digital
message having N digits, each of said N digits having any one
of M values, and wherein each of said M values k corresponds
with a k”-second chaotic signal generator associating with a
k™-second chaotic algorithm to generate a second chaotic
signal, said chaotic signal being transmitted within a bit
period comprising a first chaotic signal and a second chaotic
signal, said chaotic signal being generated by the steps of:

generating a first chaotic signal from a first chaotic signal

generator by a first chaotic algorithm, and transmitting
the first chaotic signal in the first portion of the bit
period;

selecting the corresponding k™ -second chaotic signal gen-

erator;
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feeding the first chaotic signal to the k”-second chaotic
signal generator to generate a second chaotic signal, and
transmitting the second chaotic signal in the second
portion of the bit period
wherein said receiver has a demodulator and stores the
chaotic characteristic values of all of the chaotic signal gen-
erators, to receive and demodulate the chaotic signal to gen-
erate the transmitted value.

BRIEF DESCRIPTION OF THE DRAWINGS

Preferred embodiments of the present invention will now
be explained by way of example and with reference to the
accompanying drawings in which:

FIG. 1 shows a block diagram of a communication system
of this invention;

FIG. 2 shows an exemplary transmitter of this invention;

FIG. 3 shows the structure of a receiver of this invention;

FIG. 4 shows the structure of an alternative design of the
receiver;,

FIG. 5 shows an example of the transmitted signal;

FIG. 6 shows the magnitude spectrum of the transmitted
signal of FIG. 5;

FIG. 7 shows the magnitude spectrum of the square of the
transmitted signal of FIG. 5;

FIG. 8 shows the design of a receiver for a binary digital
communication system of this invention;

FIG. 9 shows a correlator for measuring similarity between
two signals; and

FIG. 10 shows an alternative receiver design of a binary
digital communication system of this invention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

This invention is now described by way of example with
reference to the figures in the following paragraphs. List 1 is
apart list so that the reference numerals in the figures may be
easily referred to.

Objects, features, and aspects of the present invention are
disclosed in or are obvious from the following description. It
is to be understood by one of ordinary skill in the art that the
present discussion is a description of exemplary embodi-
ments only, and is not intended as limiting the broader aspects
of'the present invention, which broader aspects are embodied
in the exemplary constructions.

FIG. 1 shows a digital communication system, consisting
of a transmitter, a channel and a receiver. The transmitter, as
depicted in FIG. 2, contains a chaos generator or the first
chaotic signal generator, M transformation blocks and a
switch. M is an integer larger than 1. For example, M equals
2 in a binary digital communication system.

The signal transmitted for a particular symbol or value k,
which assumes any of the values 1, 2, 3, ..., M, is described
as follows. During the first portion or first half of the symbol
period or the bit period, the output of the transmitter is con-
nected to the output of the chaos generator or the first chaotic
signal generator by the switch, and the signal from the chaos
generator, which may be called as the first chaotic signal, is
transmitted. At the same time, the signal from the chaos
generator is also fed into M separate transformation blocks or
second chaotic signal generator, namely transformation block
#1, transformation block #2, transformation block #3, etc.
Each of the transformation blocks takes the input signal, in
this case the first chaotic signal, and converts it to another
output signal or the second chaotic signal. In the second
portion of the symbol or bit period, the output of the trans-

20

25

30

35

40

45

50

55

60

65

6

mitter is connected to the output of one of the transformation
blocks or the second chaotic signal generator through the
switch and the second chaotic signal is sent by the transmitter.
The selection of the transformation block depends on the
value of the symbol k to be sent. If the symbol value is a “1”,
the output of the transformation block #1 will be connected to
the transmitter output. If the symbol value is a “2”, the output
of the transformation block #2 will be connected to the trans-
mitter output, and so on.

It should be noted that the first chaotic signal is fed to all of
the M second chaotic signal generators, and the selection step
occur after M second chaotic signals are generated. It is also
possible to arrange the switch to be situated between the first
chaotic signal generator or the chaos generator in FIG. 1 to
perform the above selection process before the second chaotic
signals is generated. In such a case, only one second chaotic
signal correspond to the transmitted value k is generated. The
disadvantage is one more switch will be required to select the
output from the chaos generator and the transformation
blocks, though less processing power will be required.

Further, there is no restriction on the size of the first and
second portions ofthe bit period, although the first and second
portions are prepared to have equal time. A second portion
having longer or shorter time than the first portion may affect
the security and the bit error performance of the system.

It should also be noted that although the two portions of the
bit period are termed the first and second portions, there is no
restriction to the order of which portion and the correspond-
ing chaotic signal is to be sent out of the transmitter first,
although the first chaotic signal has to be generated first as
such is used as the input for generating the second chaotic
signal. The above example describes that the first chaotic
signal in the first portion is sent before the second chaotic
signal in the second portion. This invention can also work if
the second chaotic signal is sent before the first chaotic signal.
In such a case, the first chaotic signal may be delayed by a
delay block.

In practice, the transmitted signal, comprising the output
from the chaos generator and the output from one of the
transformation blocks, will be contaminated by channel noise
when arriving at the receiver. Based on the received signal
within each symbol duration, the receiver will determine
which of the M symbols has been sent. Two receiver designs
are disclosed here. The first receiver design, shown in FIG. 3,
consists of a switch, a delay block, M inverse transformation
blocks, M similarity-measuring blocks and a decision-mak-
ing block. The signal in the first half of each symbol duration
goes into the delay block through the switch. For the second
half of the symbol duration, the signal received is passed,
through the switch, to M separate inverse transformation
blocks. The inverse transformation blocks are designed in
such a way that when a certain signal is passed into a trans-
formation/inverse transformation pair at the transmitter and
receiver, the same signal will be recovered. Also, if a certain
signal is passed into a transformation block and an inverse
transformation block which do not form a pair, a different
signal will be recovered A similarity measure is then per-
formed comparing the output from each of the inverse trans-
formation blocks and the received signal in the first half of the
symbol duration. The inverse transformation block corre-
sponding to the largest similarity measure is then selected and
the corresponding symbol is decoded.

The second receiver design, as shown in FIG. 4, consists of
a switch, M transformation blocks, M similarity-measuring
blocks and a decision-making block. The signal in the first
half of each symbol duration goes through the switch to M
separate transformation blocks, which are identical to those
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used in the transmitter. In the second half of the symbol
duration, the received signal is sent to the M similarity-mea-
suring blocks via the switch. A similarity measure is then
performed comparing the output from each of the transfor-
mation blocks and the received signal in the second half of the
symbol duration. The transformation block corresponding to
the largest similarity measure is then selected and the corre-
sponding symbol is decoded.

EXAMPLES

A first particular implementation is described in the fol-
lowing. A binary system is implemented. In the chaos gen-
erator in the transmitter, rectangular pulses of varying ampli-
tudes are being produced. The amplitude of each pulse is
determined based on an iterative process whose working prin-
ciple is as follows. The iterative map acts on a random input
number x and generates a number which is equal to 4x>-3x.
The resulting number is then treated as an input number, and
is acted upon by the iterative map to generate another number
again. As the iterative process repeats, a sequence of numbers
is generated, which is random-like and the numbers are used
as the amplitudes of the rectangular pulses. Also, the chaos
generator produces 2N rectangular pulses within one bit dura-
tion, where N is an integer not less than 1 and 2N is commonly
known as the spreading factor. During the first half of each bit
duration, the N rectangular pulses produced are sent. At the
same time, these pulses are fed into the first and second
transformation blocks. In the transformation blocks, the input
pulses are grouped into K consecutive time slots of equal
duration, where N is an integer multiple of K. The first trans-
formation block re-arranges the sequence of these time slots
in such a way that no time slot remains in its original location.
The location where the signal in each time slot should move
to is determined by the entries in a permutation matrix. In a
permutation matrix, all diagonal elements are zero. Also, the
elements are either “0” or “1” and there is exactly one “1” in
each row and in each column. (The discussion on permutation
matrix can be found in the book “Matrix Algorithms” by
Stewart G. W. , Philadelphia: Society for Industrial and
Applied Mathematics, 1998.) A typical permutation matrix,
with K equal to 5, is shown in the following.

00100 )
00001

Rses=|0 1 000
10000
00010

Based on the permutation matrix, the re-arrangement of the
time slots can be proceeded as follows. Denote the element in
the k th row and the j th column of the permutation matrix by
ekj. If ekj is the non-zero element in the k th row (for k=1,
2, ..., N), then the signal in the k th time slot in the original
sequence will be inserted into the j th time slot after the
re-arrangement. Using the permutation matrix shown in
Eq(1) as an example, since the non-zero element in the first
row lies in column 3, the signal in the first time slot should be
moved to the third time slot in the transformation process.
Similarly, the signal in the second time slot should be moved
to the fifth time slot, and so on. The second transformation
block also re-arranges the signals in the time slots as the first
transformation block does. In addition, the second transfor-
mation block inverts the sign of the amplitude of each of the
chaotic pulses. That is to say, if an original rectangular pulse
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has an amplitude of +0.3, it will be shifted to another location
with its amplitude changed to -0.3 during the transformation.
If the transmitted symbol is a “1”, the output of the first
transformation block will be sent in the second half of the bit
duration. However, if the transmitted symbol is a “2”, the
output of the second transformation block will be sent in the
second half of the bit duration. FIG. 5 shows a sample of the
transmitted signal where 10 rectangular pulses are sent in
each bit duration. Also, only one rectangular pulse exists
within each time slot in the second half of the bit duration.
FIGS. 6 and 7 plot the magnitude spectra of the transmitted
signal and the square of the transmitted signal, respectively. It
can be seen that no information on the bit rate can be retrieved
from the spectra. When the transmitted signal, corrupted by
additive noise in the channel, arrives at the receiver, the signal
in the first half of each bit duration is passed to a delay block,
whereas the signal in the second half of each bit duration will
undergo two separate inverse transformations, as depicted in
FIG. 8. In the first inverse transformation block, each of the
signals in the time slots in the second half of the bit duration
will be re-shuffled back to its original location. The re-shuf-
fling procedure is described as follows. First, the inverse of
the permutation matrix used in re-arranging the time slots in
the transmitter is computed. For example, the inverse of the
permutation matrix in Eq(1) is given by

@

—1
Bsys = R5><5 =

[ - = R =]
-0 o o O
oo o = O
o o o O -
[ R = R = R )

Note that a matrix, when pre-multiplied or post-multiplied by
its inverse, always produces an identity matrix (a matrix with
1’s on the diagonal and 0’s elsewhere) of the same size. In the
example given in Eq(1) and Eq(2),

&)

BsysRsxs = RsxsBsxs =

o o O O -
o o O = O
o O -, O O
o o= O O O
-0 O O O

Based on the inverse of the permutation matrix, the signals in
the time slots are re-shuffled based on the same principle used
in the transmitter. For example, in the matrix in Eq(2), the
non-zero element in the first row lies in the 4” column. Thus,
the signal in the first time slot will be moved to the fourth time
slot during the inverse transformation process. For the second
inverse transformation block, the signals in the time slots will
be inter-changed the same way as in the first inverse transfor-
mation, but the sign of the signals in the time slots will also be
inverted. The output signals from these two inverse transfor-
mation blocks are now compared with the signal received in
the first half of the bit duration. The level of similarity or
likeness is measured by a correlator, which is formed by a
multiplier followed by an integrator, as depicted in FIG. 9.
The multiplier produces the product of the two input signals,
whereas the integrator accumulates the output of the multi-
plier. During the half symbol duration when the signal
received in the first half of the bit duration is compared with
the output of the inverse transformation block, the integrator
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operates. At the end ofthe half symbol duration, the integrator
passes its output to the decision-making circuit, resets itself
and waits until the time instance for the next comparison to
begin. The decision-making circuit compares the two corr-
elator outputs. The bit corresponding to the larger correlator
output will be decoded. Computer simulations have been
performed to evaluate the performance of the binary chaos-
based digital communication system. As is customary in
evaluating all digital communication systems, the bit error

10

duration. The similarity measure is accomplished by a corr-
elator, which is formed by a multiplier followed by an inte-
grator. Then, the two integrator outputs will be passed onto a
decision-making circuit. The symbol corresponding to the
larger correlator output will be taken as the decoded symbol.
Computer simulations have been performed to evaluate the
performance of the binary chaos-based digital communica-
tion system. As is customary in evaluating digital communi-
cation systems, the bit error rates (BERs) are evaluated for

rates (BERs) are evaluated for different bit-energy-to-noise- 10 different bit-energy-to-noise-power-spectral-density ratios,
power-spectral-density ratios, denoted by Eb/No. In the simu- denoted by Eb/No. In the simulations, 200 rectangular pulses
lations, 200 rectangular pulses have been sent in each bit have been sent in each bit duration (i.e., 2N=200), and for the
duration (i.e., 2N=200), and for the transmitted signal, there is transmitted signal, there is only one rectangular pulse in each
only one rectangular pulse in each time slot in the second half time slot in the second half of the bit duration. The BERs are
of the bit duration. The BERs are tabulated below. 15 tabulated below.
Eb/No values BER Eb/No values BER

12dB 0.1 20 12dB 0.1

14dB 0.02 14dB 0.02

16dB 0.001 16dB 0.001

18 dB 0.00001 18 dB 0.00001

A second particular implementation is described in the 25 A third particular implementation is described in the fol-

following. A binary system is implemented. In the chaos lowing. An M-ary chaos-based digital communication sys-
generator in the transmitter, rectangular pulses of varying tem is implemented. For the chaos generator in the transmit-
amplitudes are being prOduCed. The amphtude of each pulse ter, rectangular pulses of Varying amplitudes are being
is determined based on an iterative process whose working produced. The amplitude of each pulse is determined based
principle is as follows. The iterative map acts on an input 30 on an iterative process whose working principle is as follows.
number x and generates a number which is equal to 4x”-3x. The iterative map acts on an input number X and generates a
The resulting number is then treated as an input number, and number which is equal to 1-2x>. The resulting number is then
is acted upon by the iterative map to generate another number treated as an input number, and is acted upon by the iterative
again. As the iterative process repeats, a sequence of numbers map to generate another number again. As the iterative pro-
is generated, which is random-like and the numbers are used 35 cess repeats, a sequence of numbers is generated, which is
as the amplitudes of the rectangular pulses. Also, the chaos random-like and the numbers are used as the amplitudes of
generator produces 2N (N is an integer not less than 1 and 2N the rectangular pulses. Also, the chaos generator produces 2N
is also known as the spreading factor) rectangular pulses rectangular pulses within one symbol duration, where N is an
within one bit duration. During the first half of each bit integer not less than 1 and 2N is Commonly known as the
duration, the N rectangular pulses produced are sent. At the 40 spreading factor. During the first half of each symbol dura-
same time, these pulses are fed into the first and second tion, the N rectangular pulses produced are sent. At the same
transformation blocks. In the transformation blocks, the input time, these pulses are fed into the M transformation blocks. In
pulses are grouped into K consecutive time slots of equal the transformation blocks, the input pulses are grouped into K
duration, where N is an integer multiple of K. The first trans- consecutive time slots of equal duration, where N is an inte-
formation block re-arranges the sequence of these time slots 45 gral multiple of K. All the transformation blocks are different
in such a way that no time slot remains in its original location. and each of the transformation blocks re-arranges the time
The location where the signal in each time slot should move slots in such a way that no time slot remains in its Original
to is determined by the entries in a permutation matrix. location. The corresponding permutation matrix for each
Denote the element in the k th row and the j th column of the transformation block is constructed in the following way. A
permutation matrix by ek] If ek] is the non-zero element in 50 random pennutation matrixg Comprising K columns and K
thekthrow (fork=1,2,...,N), then the signal in the k th time rows, is first constructed. Let this matrix be denoted by
slot in the original sequence will be inserted into the j th time RKxK. The permutation matrices in Eq(1) and Eq(2) are
slot after the re-arrangement. The second transformation examples of a random permutation matrix with size 5x5.
block also re-arranges the signals in the time slots in the same Define the “shifting” matrix, comprising K columns and K
way as the first transformation block does. In addition, the 55 rows, as
second transformation block inverts the sign of the amplitude
of each of the chaotic pulses. If the transmitted symbol is a
“17, the output of the first transformation block will be sent in 01 0 0 @
the second half of the bit duration. However, if the transmitted 00
symbolisa“2”, the output of the second transformation block 60 oot 0 o
will be sent in the second half of the bit duration. When the k=1 S
transmitted signal corrupted by additive noise in the channel, 0 =0
arrives at the receiver, the signal in the first half of each bit 1o 00
duration will undergo two separate transformations identical
to those used in the transmitter, as depicted in FIG. 10. The 65

output signals from these two transformation blocks are now
compared with the signal received in the second half of the bit

For the 1 th transformation block, the corresponding permu-
tation matrix is constructed by post-multiplying the “shift-
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ing” matrix i times to the random permutation matrix. Thus,
the permutation matrix of the i th transformation block,
denoted by P, is given by P=P, .S, ». In each of the
transformation blocks, the signals in the time slots in the
second half bit duration are shuftled as follows. In the corre-
sponding permutation matrix of the transformation block, if
€, 1s the non-zero element in the kth (k=1, 2, ..., N) row, then
the signal in the k th time slot will be inserted into the j th time
slot after the re-arrangement. Finally, if the transmitted sym-
bolisa“1”, the output of the first transformation block will be
sent in the second half of the symbol duration. However, if the
transmitted symbol is a “2”, the output of the second trans-
formation block will be sent in the second half of the symbol
duration, and so on. When the transmitted signal, corrupted
by additive noise in the channel, arrives at the receiver, the
signal in the first half of each bit duration is passed on to a
delay block whereas the signal in the second half of each bit
duration will undergo M separate inverse transformations, as
depicted in FIG. 3. In each of the inverse transformation
blocks, the time slots in the second half of the symbol dura-
tion will be shuffled again based on the inverse of the corre-
sponding permutation matrix. The output signals from the M
inverse transformation blocks are now compared with the
signal received in the first half of the bit duration. The level of
similarity is measured by a correlator, which is formed by a
multiplier followed by an integrator. The M correlator outputs
will be passed to a decision-making circuit. The symbol cor-
responding to the largest correlator output will be taken as the
decoded symbol. Computer simulations have been performed
to evaluate the performance of the M-ary chaos-based digital
communication system. Different values of the spreading
factor 2N and M have been simulated. As is customary in
evaluating digital communication systems, the bit error rates
(BERs) are evaluated for different bit-energy-to-noise-
power-spectral-density ratios, denoted by Eb/No. The symbol
energy Es and the bit energy Eb is related by Es=Eb/log2 M.
Also, for the transmitted signal, there is only one rectangular
pulse in each time slot in the second half of the bit duration.
The BERs are tabulated below.

2N M Eb/No values in dB BER
40 2 4 0.39
40 2 6 0.31
40 2 8 0.24
40 2 10 0.14
40 2 12 0.07
200 32 4 0.40
200 32 6 0.33
200 32 8 0.19
200 32 10 0.051
200 32 12 0.0035
280 128 4 0.45
280 128 6 0.35
280 128 8 0.20
280 128 10 0.04
280 128 12 0.0009

A fourth particular implementation is described in the fol-
lowing. An M-ary chaos-based digital communication sys-
tem is implemented. For the chaos generator in the transmit-
ter, rectangular pulses of varying amplitudes are being
produced. The amplitude of each pulse is determined based
on an iterative process whose working principle is as follows.
The iterative map on an input number x and generates a
number which is equal to 1-2x>. The resulting number is then
treated as an input number, and is acted upon by the iterative
map to generate another number. As the iterative process
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repeats, a sequence of numbers is generated, which random-
like and the numbers are used as the amplitudes of the rect-
angular pulses. Also, the chaos generator produces 2N rect-
angular pulses within one symbol duration, where N is an
integer not less than 1 and 2N is commonly known as the
spreading factor. During the first half of each symbol dura-
tion, the N rectangular pulses produced are sent. At the same
time, these pulses are fed into the M transformation blocks. In
the transformation blocks, the input pulses are grouped into K
consecutive time slots of equal duration, where K divides N.
All the transformation blocks are different and each of the
transformation blocks re-arranges the time slots in such a way
that no time slot remains in its original location. The corre-
sponding permutation matrix for each transformation block is
constructed in the following way. A random permutation
matrix, comprising K columns and K rows, is first built and
denote it by Ry, .. Using the “shifting” matrix defined in
Eq(4), for the i th transformation block, the corresponding
permutation matrix is constructed by post-multiplying the
“shifting” matrix i times to the random permutation matrix.
Thus, the permutation matrix of the i th transformation block,
denoted by P, is given by P¥=P, .S, .. In each of the
transformation blocks, the time slots in the second half bit
duration are inter-changed as described in the following. In
the corresponding permutation matrix of the transformation
block, if e, is the non-zero element in the k th (k=1, 2, .. ., N)
row, then the k th time slot in the signal will become the j th
time slot after the re-arrangement. Finally, if the transmitted
symbol is a “1”, the output of the first transformation block
will be sent in the second half of the symbol duration. How-
ever, if the transmitted symbol is a “2”, the output of the
second transformation block will be sent in the second half of
the symbol duration, and so on. When the transmitted signal,
corrupted by additive noise in the channel, arrives at the
receiver, the signal in the first half of each bit duration will
undergo M separate transformations identical to those used in
the transmitter, as depicted in FI1G. 4. The output signals from
these M transformation blocks are now compared with the
signal received in the second half of the bit duration. The level
of similarity is measured by a correlator, which is formed by
a multiplier followed by an integrator. Then, the M correlator
outputs will be passed on to a decision-making circuit. The
symbol corresponding to the largest correlator output will be
taken as the decoded symbol. Computer simulations have
been performed to evaluate the performance of the M-ary
chaos-based digital communication system. Different values
of the spreading factor 2N and M have been simulated. As is
customary in evaluating digital communication systems, the
bit error rates (BERs) are evaluated for different bit-energy-
to-noise-power-spectral-density ratios, denoted by Eb/No.
The symbol energy Es and the bit energy Eb is related by
Es=Eb/log2 M. Also, for the transmitted signal, there is only
one rectangular pulse in each time slot in the second half of
the bit duration. The BERs are tabulated below.

2N M Eb/No values in dB BER
40 2 4 0.39
40 2 6 0.31
40 2 8 0.24
40 2 10 0.14
40 2 12 0.07
200 32 4 0.40
200 32 6 0.33
200 32 8 0.19
200 32 10 0.051
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2N M Eb/No values in dB BER
200 32 12 0.0035
280 128 4 0.45
280 128 6 0.35
280 128 8 0.20
280 128 10 0.04
280 128 12 0.0009

The above example may have illustrated that the chaotic
transceiving method of this invention does not required the
regeneration of the chaotic carrier at the receiver, nor storing
any data of the chaotic carrier at the receiver end. Hence, the
overall security may be improved.

While the preferred embodiment of the present invention
has been described in detail by the examples, it is apparent
that modifications and adaptations of the present invention
will occur to those skilled in the art. Furthermore, the embodi-
ments of the present invention shall not be interpreted to be
restricted by the examples or figures only. It is to be expressly
understood, however, that such modifications and adaptations
are within the scope of the present invention, as set forth in the
following claims. For instance, features illustrated or
described as part of one embodiment can be used on another
embodiment to yield a still further embodiment. Thus, it is
intended that the present invention cover such modifications
and variations within the scope of the claims and their equiva-
lents.

The invention claimed is:

1. A method for transmitting and receiving a digital mes-
sage having N digits, each of said N digits having any one of
M values, in a system wherein each of said M values k
corresponds with a kth-second chaotic signal generator asso-
ciating with a kth-second chaotic algorithm, and is transmit-
ted within a bit period as a chaotic signal comprising a first
chaotic signal and a second chaotic signal, the bit period
being divided into a first portion and a second portion, the
method including the steps of:

(1) generating the first chaotic signal from a first chaotic
signal generator by a first chaotic algorithm, and trans-
mitting the first chaotic signal in the first portion of the
bit period;

(ii) selecting the corresponding kth-second chaotic signal
generator,

(iii) feeding the first chaotic signal to the kth-second cha-
otic signal generator to generate the second chaotic sig-
nal, and transmitting the second chaotic signal in the
second portion of the bit period; and

(iv) receiving the first and second chaotic signals at a
receiver, the receiver being adapted to execute a
demodulating algorithm for demodulating the received
first and second chaotic signals including the step of
separating, via a switch, the received first and second
chaotic signals which have been transmitted within each
single bit period, and processing the separated first and
second chaotic signals to generate the transmitted value
k.

2. The method as claimed in claim 1, wherein the chaotic
signal is demodulated by the demodulating algorithm by the
steps of:

separating the first and second chaotic signals received at
the receiver;

transforming the second chaotic signal received at the
receiver according to the inverse of the second chaotic
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algorithm for each kth-second chaotic signal generator
to generate a plurality of inversely transformed second
chaotic signals;
matching the first chaotic signal with the plurality of
inversely transformed second chaotic signals; and

assigning the transmitted value according to the closest
match between the first chaotic signal and the plurality
of inversely transformed second chaotic signals.

3. The method as claimed in claim 1, wherein the chaotic
signal is demodulated by the demodulating algorithm by the
steps of:

separating the first and second chaotic signals received at

the receiver;

transforming the second chaotic signal received at the

receiver according to the inverse of the second chaotic
algorithm for each kth-second chaotic signal generator
to generate a plurality of inversely transformed second
chaotic signals;

matching the second chaotic signal with the plurality of

transformed first chaotic signals; and

assigning the transmitted value according to the closest

match between the second chaotic signal and the plural-
ity of transformed first chaotic signals.

4. The method as claimed in claim 1, wherein the first
chaotic signal includes a series of numbers sent within the
first portion of the bit period.

5. The method as claimed in claim 4, wherein the first
chaotic signal is generated by the steps of:

inputting a random number to the first chaotic algorithm to

generate a first chaotic number;

inputting the first chaotic number to the first chaotic algo-

rithm to generate a second chaotic number; and
repeating the step b) using the second chaotic number as

the first chaotic number until all numbers to be transmit-

ted within the first portion of the bit period are generated.

6. The method as claimed in claim 5, wherein the first
chaotic algorithm is y=4x>-3x, X is an input number, and y is
one of the numbers forming the first chaotic signal.

7. A method as claimed in claim 1, wherein M equals to 2,
and each digit has a value of either 0 or 1.

8. A method for transmitting the value k in a system for
transmitting a digital message having N digits, each of said N
digits having any one of M values, and wherein each of said M
values k corresponds with a kth-second chaotic signal gen-
erator associating with a k-second chaotic algorithm, and is
transmitted within a single bit period as a chaotic signal
comprising a first chaotic signal and a second chaotic signal,
the bit period being divided into a first portion and a second
portion, the method comprising the steps of:

generating the first chaotic signal from a first chaotic signal

generator by a first chaotic algorithm, and transmitting
the first chaotic signal in the first portion of the bit
period;

selecting the corresponding kth-second chaotic signal gen-

erator from at least two second chaotic signal genera-
tors;

feeding the first chaotic signal to the kth-second chaotic

signal generator to generate a second chaotic signal, and
transmitting the second chaotic signal in the second
portion of the bit period.

9. The method as claimed in claim 8, wherein the first
chaotic signal includes a series of numbers sent within the
first portion of the bit period.

10. The method as claimed in claim 9, wherein the first
chaotic signal is generated by the steps of:

inputting a random number to the first chaotic algorithm to

generate a first chaotic number;
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inputting the first chaotic number to the first chaotic algo-
rithm to generate a second chaotic number; and

repeating the step b) using the second chaotic number as
the first chaotic number until all numbers to be transmit-
ted within the first portion of the bit period are generated.

11. The method as claimed in claim 10, wherein the first
chaotic algorithm is y=4x>-3x, X is an input number, and y is
one of the numbers forming the first chaotic signal.

12. A method for receiving the value k in a system for
transmitting and receiving a digital message having N digits,
each of said N digits having any one of M values, and wherein
each of said M values k corresponds with a kth-second cha-
otic signal generator having chaotic characteristic value asso-
ciating with a k-second chaotic algorithm to generate a sec-
ond chaotic signal, said chaotic signal being transmitted
within a bit period as a chaotic signal comprising a first
chaotic signal and a second chaotic signal, the bit period
being divided into a first portion and a second portion, the
method including the steps of

(1) receiving the first and second chaotic signals at a
receiver;,

(ii) separating, via a switch, the received first and second
chaotic signals which have been transmitted within each
single bit period; and

(iii) demodulating the separated first and second chaotic
signals to generate the transmitted value k.

13. The method as claimed in claim 12, wherein the chaotic
signal is demodulated by the demodulating algorithm by the
steps of:

separating the first and second chaotic signals received at
the receiver;

transforming the second chaotic signal received at the
receiver according to the inverse of the second chaotic
algorithm for each of the second chaotic signal genera-
tors to generate a plurality of inversely transformed sec-
ond chaotic signals;

matching the first chaotic signal with the plurality of
inversely transformed second chaotic signals; and

assigning the transmitted value according to the closest
match between the first chaotic signal and the plurality
of inversely transformed second chaotic signals.

14. The method as claimed in claim 12, wherein the chaotic
signal is demodulated by the demodulating algorithm by the
steps of:

separating the first and second chaotic signals received at
the receiver;

transforming the first signal received at the receiver accord-
ing to the second chaotic algorithm for each of the sec-
ond chaotic signal generators to generate a plurality of
transformed first chaotic signals;

matching the second chaotic signal with the plurality of
transformed first chaotic signals; and

assigning the transmitted value according to the closest
match between the second chaotic signal and the plural-
ity of transformed first chaotic signals.

15. A system for transmitting and receiving a digital mes-
sage having N digits, each of said N digits having any one of
M values, and wherein each of said M values k is transmitted
within a bit period, the bit period being divided into a first
portion and a second portion, said system including:

(1) a transmitter having a first chaotic signal generator and
M second chaotic signal generators, each of said M
second chaotic signal generators corresponding to one
of the M values k and associating with a kth-second
chaotic algorithm; and wherein
(a) a chaotic signal representing the value k and com-

prising a first chaotic signal and a second chaotic
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signal is capable of being transmitted within a single
bit period, the bit period being divided into a first
portion and a second portion,

(b) said first chaotic signal is generated from the first
chaotic signal generator by a first chaotic algorithm,
and

(c) said second chaotic signal is generated by a corre-
sponding kth-second chaotic signal generator using
the first chaotic signal as an input; and

(i1) a receiver storing chaotic characteristic values of all of

the chaotic signal generators, the receiver including a

switch for separating the received first and second cha-

otic signal which have been transmitted within each bit
period, and a demodulator for executing a demodulating
algorithm so as to demodulate the separated first and

second chaotic signals to generate the value k.

16. The system as claimed in claim 15, wherein the
demodulator incorporates a demodulating algorithm to
demodulate the chaotic signal by the steps of:

separating the first and second chaotic signals received at

the receiver;

transforming the second chaotic signal received at the

receiver according to the inverse of the second chaotic

algorithm for each kth-second chaotic signal generator
to generate a plurality of inversely transformed second
chaotic signals;

matching the first chaotic signal with the plurality of

inversely transformed second chaotic signals; and

assigning the transmitted value according to the closest
match between the first chaotic signal and the plurality
of inversely transformed second chaotic signals.

17. The system as claimed in claim 15, wherein the
demodulator incorporates a demodulating algorithm to
demodulate the chaotic signal by the steps of:

separating the first and second chaotic signals received at

the receiver;

transforming the second chaotic signal received at the

receiver according to the inverse of the second chaotic

algorithm for each kth-second chaotic signal generator
to generate a plurality of inversely transformed second
chaotic signals;

matching the second chaotic signal with the plurality of

transformed first chaotic signals; and

assigning the transmitted value according to the closest

match between the second chaotic signal and the plural-

ity of transformed first chaotic signals.

18. The system as claimed in claim 15, wherein the first
chaotic signal includes a series of numbers generated by the
chaotic algorithm within the first portion of the bit period.

19. The system as claimed in claim 18, wherein the first
chaotic signal generator generates the first chaotic signal by
the steps of:

inputting a random number to the first chaotic algorithm to

generate a first chaotic number;

inputting the first chaotic number to the first chaotic algo-

rithm to generate a second chaotic number; and

repeating the step b) using the second chaotic number as
the first chaotic number until all numbers to be transmit-
ted within the first portion of the bit period are generated.

20. The system as claimed in claim 19, wherein the first
chaotic algorithm is y=4x>-3x, X is an input number, and y is
one of the numbers forming the first chaotic signal.

21. The system as claimed in claim 15, wherein M equals to
2, and each digit has a value of either 0 or 1.

22. A transmitter for use in a system for transmitting and
receiving a digital message having N digits, each of said N
digits having any one of M values, and wherein each of said M
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values k is transmitted within a bit period, said transmitter
having a first chaotic signal generator and M second chaotic
signal generators, each of said M second chaotic signal gen-
erators corresponding to one of the M values k and associat-
ing with a kth-second chaotic algorithm, such that

a chaotic signal representing the value k and comprising a
first chaotic signal and a second chaotic signal is trans-
mitted within a single bit period, the bit period being
divided into a first portion and a second portion;

said first chaotic signal being generated from the first cha-
otic signal generator by a first chaotic algorithm; and

said second chaotic signal being generated by a corre-
sponding kth-second chaotic signal generator using the
first chaotic signal as an input wherein the system
includes at least two second chaotic signal generators.

23. The transmitter as claimed in claim 22, wherein the first
chaotic signal includes a series of numbers within the first
portion of the bit period.

24. The transmitter as claimed in claim 23, wherein the first
chaotic signal generator generates the first chaotic signal by
the steps of:

inputting a random number to the first chaotic algorithm to
generate a first chaotic number;

inputting the first chaotic number to the first chaotic algo-
rithm to generate a second chaotic number; and

repeating the step b) using the second chaotic number as
the first chaotic number until all numbers to be transmit-
ted within the first portion of the bit period are generated.
25. The transmitter as claimed in claim 22, wherein the first
chaotic algorithm is y=4x>-3x, X is an input number, and y is
one of the numbers forming the chaotic signal.
26. The transmitter as claimed in claim 22, wherein M
equals to 2, and each digit has a value of either 0 or 1.

27. A receiver for use in a system for transmitting and
receiving a digital message having N digits, each of said N
digits having any one of M values, and wherein each of said M
values k corresponds with a kth-second chaotic signal gen-
erator associating with a kth-second chaotic algorithm to
generate a second chaotic signal, said chaotic signal being
transmitted within a single bit period comprising a first cha-
otic signal and a second chaotic signal, said chaotic signal
being generated by the steps of:
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(1) generating a first chaotic signal from a first chaotic
signal generator by a first chaotic algorithm, and trans-
mitting the first chaotic signal in the first portion of the
bit period;

(i1) selecting the corresponding kth-second chaotic signal
generator,

(ii1) feeding the first chaotic signal to the kth-second cha-
otic signal generator to generate a second chaotic signal,
and transmitting the second chaotic signal in the second
portion of the bit period

wherein said receiver stores the chaotic characteristic val-
ues of all of the chaotic signal generators, the receiver
including a switch for separating the received first and
second chaotic signals which have been transmitted
within each bit period, and a demodulator for executing
a demodulating algorithm so as to demodulate the sepa-
rated chaotic signals to generate the value k.

28. The receiver as claimed in claim 27, wherein the

demodulator demodulates the chaotic signal by the steps of:
separating the first and second chaotic signals received at
the receiver;

transforming the second chaotic signal received at the
receiver according to the inverse of the second chaotic
algorithm for each kth-second chaotic signal generator
to generate a plurality of inversely transformed second
chaotic signals;

matching the first chaotic signal with the plurality of
inversely transformed second chaotic signals; and

assigning the transmitted value according to the closest
match between the first chaotic signal and the plurality
of inversely transformed second chaotic signals.

29. The receiver as claimed in claim 27, wherein the

demodulator demodulates the chaotic by the steps of:
separating the first and second chaotic signals received at
the receiver;

transforming the first signal received at the receiver accord-
ing to the second chaotic algorithm for each of the sec-
ond chaotic signal generators to generate a plurality of
transformed first chaotic signals;

matching the second chaotic signal with the plurality of
transformed first chaotic signals; and

assigning the transmitted value according to the closest
match between the second chaotic signal and the plural-
ity of transformed first chaotic signals.

#* #* #* #* #*
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