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Abstract.  

Traditional case-based reasoning uses a table/frame or scenario to represent a case. It 

assumed that similar input/event results in similar output/event state.  However, similar 

cases may not have similar output/event states since problem solver may have different 

way to break down the problem.  Thus, authors previously proposed problem-based case 

reasoning to overcome the limitation of the traditional approaches and used clustered 

ontology to represent the problem spaces of a case. However, synonym problem causes 

the mismatch of similar sub-problems of historical cases for new case.  Thus, this paper 

proposed ontology-based similarity measurement to retrieve the similar sub-problems 

that overcomes the synonym problems on case retrieval.  The recall and precise of 

ontology-based similarity measurement were higher than that of the traditional similarity 

measurement. 

 

Introduction  
Traditional knowledge representation methods of case-based reasoning represent the case 

by basing it on database tables, frames or scenarios (Fong et al., 1999; Meacham et al., 

1989; Bo et al., 2003; Bergmann et al., 2006).  The problem with a database table or 

frame approach is its limited storage and the fact that it is unable to represent events 

characterized by path dependence and context sensitivity (Bo et al., 2003). Scenario-

based case representation, that represents the event states and the links between them, has 

solved this problem (Dutta et al., 1997).  However, the knowledge derived from the 

retrieved cases can only be applied to event-driven cases but not to problem-driven cases.  

The problem solving steps cannot be triggered.  Most importantly, each problem solver 

has their own mental model for breaking problems into sub-problems whereby they 

identify the situation, information and techniques to be used for solving the problems. 

Therefore, authors previously proposed the clustered ontology approach to represent the 
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semantic meaning of a case (Lau et al., 2006).  The problem was broken down into sub-

problems and was used the ontology to represent the sub-problems and its corresponding 

situations, information and techniques, and these ontology representation units was 

clustered to represent the whole case.  Problem solver retrieved and combined the 

knowledge of the historical cases by co-relating ontology representation units from 

different similar cases, which had similar sub-problem and situation.  

 

The Cognitive Processes in Problem Solving 

Problem solving varies in its external factors, including problem type and problem 

representation, and internal factors such as internal characteristics of the problem solver 

(Smith, 1991).  Well-structured and simple problems can be solved with regular rules and 

principles.  They have knowable and comprehensible solutions where the relationship 

between decision choices and all problem states is known or probabilistic (Avramenko 

2006; Han , 2005; Meacham et al., 1989).  Ill-structured and complex problems possess 

multiple solutions, solution paths, or no solution at all.  An ill structured problem 

possesses multiple criteria for evaluating solutions so it is uncertain which concepts, rules, 

and principles are necessary for its solution and how they should be organized.  It is often 

necessary for problem solvers to make judgments and express personal opinions or 

beliefs about the problem; so ill-structured problems are uniquely human and 

interpersonal activities (Wood, 1983).  Therefore, the frame-based or scenario-based case 

representation is only suitable for well-structured problem solving since the rules and 

principle of problem solving are well-defined that means the similar cases that retrieved 

based on it input or states can be applied to new problem.  

 

Solving ill-structured problems depends on the personal judgment of the problem solver. 

Problem solver goes through the cognitive process of encoding sub-problems in working 

memory; searching long term memory for algorithms and heuristics; executing the 

appropriate algorithms or heuristics and the new sub-problem state with its goal; 

identifying differences between the current state and the goal state; and selecting 

operations that reduce these differences (Fukumoto, 2007; Sohn, 2005; Zhang, 1994) for 

problem solving.  The acquisition process of problem solving skill depends on how the 

similar problem solving skill are represented to and perceived by the problem solver.  

Since frame-based or scenario-based case representation is input or state-driven, it can 

only retrieve the cases with similar inputs or states and with static problem solving steps.  

It is not suitable for ill-structured problem representation since the problem solving steps 

varies in different cases and it depends on how problem solver solves the problem. 

 

Thus, previously, authors proposed the problem-driven case representation to capture the 

problem solving steps of problem solvers.  Problem-driven case representation breaks the 

problem into a series of well-defined sub-problems and captures the problem solving skill 

in terms of situation, information and techniques.  It represents the problem solving 

processes characterized by the cognitive processes of human brain and helps problem 

solver learning to solve new problem.  Problem solver can base on its own judgment to 

break down the sub-problems and search the similar sub-problems solutions from 

different cases. 

 



Ontology for Semantic Meaning Representation and Retrieval 

As mentioned before, the cognitive processes in problem solving are remembering, 

understanding, analyzing, applying, evaluating, and creating.  To computerize the 

cognitive processes, problem solving steps are captured and stored in knowledge base 

and then be retrieved based on cognitive model of problem solver. However, how does 

the computer understand the semantic meaning of the document in order to analyze, 

evaluate, and apply the problem solving skills of the cases to new problem?  Since the 

same concept terms may have different meaning in different document or the same 

concept may use different terms to represent, this synonym problem may cause the 

mismatching of similar cases. 

 

Ontology provides a formal semantic representation of the objects for case representation.  

The ontology notions or specification can be classified as controlled vocabulary (a finite 

list of terms), glossary (a list of terms and meanings) and a thesaurus (a list of synonym 

relations). The design of ontology can be based on classificatory knowledge or generic 

knowledge (Noh, 2000).  Classificatory knowledge is used to organize words into groups 

that share many properties.  Generic knowledge consists of features about each group. It 

allows user to construct concepts explicitly, build a hierarchical organization of them, and 

define the relations between the concepts. Hence, ontology can better represent the 

semantic meaning of a case and overcomes the synonym problem.   

 

Previous Work Done by Authors  

Authors developed an ontology taxonomy database (Lau et al., 2006), which acts as 

communication media between people and systems by providing a shared and common 

understanding of knowledge that improves mapping of the cases, adopts both techniques 

to group the semantic meaning of the terms or objects using controlled vocabulary, term 

relationships, and hierarchical subclass relationships between classes, properties and 

constraint specifications in classes. A new approach of clustered ontology was used to 

capture and represent the semantic meaning of a case (Lau et al., 2006).  The problem 

was broken down into sub-problems and ontology was used to represent the sub-

problems and their corresponding situations, information and techniques, then these 

ontologically representative units were clustered to represent the whole case. Thus, 

problem solvers can use its mental model of problem solving to retrieve and combine the 

knowledge of the historical cases by co-relating the ontologically representative units 

from various similar cases that have similar sub-problems and situations.   

 

For example (see fig. 2), user will identify the context, problem domain, information to 

be collected, techniques to be used (see Level 0 of the figure) when solving the problem 

of a case.  When processing task 1 in level 0, user will identify the people, business 

nature and place involved in this case.  That means the user will decompose the task into 

sub-tasks and then sub-sub-tasks and so on during the problem solving process. 
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 Fig. 2: Task decomposition for Problem Solving. 

 

After the human mental process of problem solving was captured, the next step was to 

decide how to index and represent the knowledge dynamically and structurally so that it 

can be applied to other problem domains in other cases.  The ontological approach was 

used to represent and relate the objects in the case in a hierarchically structured manner 

so that the semantic meaning of the case can be represented (see fig. 3).  For example, 
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Fig. 3 Semantic Meaning of the Case using Ontological Representation 

Ontological taxonomies were built in order to classify the context, problems, information, 

and techniques in different subject domains. See example for the e-business development 

ontology taxonomy (see fig. 4).  In this way, each case can be indexed by context type, 

problem type, information type and techniques type. 
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Fig. 4 E-business Development Ontology Taxonomy 

 

However, in a complicated case, a problem may contain several sub-problems and the 

context of the sub-problems may vary.  In other words, different techniques, information, 

and reference cases may be required in the sub-problems.  Thus, another ontological 

representation of a case is required to represent the new case.  Eventually these 

ontological representations will be clustered to represent the whole case (see fig. 5). 
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Fig. 5 Different Stages of Problem Solving 
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Fig. 6 Clustered Knowledge Map to Represent the Whole Case 

To represent a case, we define seven classes that are called “Case”, “Problem”, “Context”, 

“Information”, “Technique”, “Event” and “Result” (see fig. 6).  “Problem” is subclass of 

“Case”. The object properties of the “Case” class are “hasProblem”, “hasContext”, 

“hasInformation”, “usedTechnique”, “hasEvent”, “hasResult” and “referredCase”. These 

represent the semantic meaning of the case. 

 

Case Retrieval using Ontology and Similarity Measurement 

To retrieve the similar problem spaces from the historical cases, similarity measurement 

is commonly used in case retrieval (Montani et al., 2006; Passone et al., 2006; Cheng, 

2005; Moczulski et al., 2004; Pal et al., 2004; Finnie et al., 2002; Nomoto et al., 2002; 

Liao et al., 1998).  As mentioned before, synonym problems cause the mismatch of 

similar cases.  Thus, a novel approach of ontology-based similarity measurement on 

problem space (see fig. 7) is proposed in this paper to overcome the synonym problem of 

case retrieval.   

 

 

 

 

 

 

 

 

 

 



 
Fig. 7 An overview of the mechanism of Ontology-based Similarity Measurement 

 

When a new case comes, problem solver can break down the new problem into sub-

problems and these sub-problem query strings (e.g. How to do business process 

reengineering?) will be passed to the query parser. The query parser will then stem the 

query strings of the new sub-problems into verb and noun (i.e. do, business process 

reengineering) for matching the similar historical problem objects.  Due to the synonym 

problem, the stemmed query terms may not match with the sub-problems of the similar 

cases.  Thus, the noun term (i.e. “business process reengineering) will be passed to e-

business ontology reader (see example in fig. 8) to extract all its child terms from the 

ontology tree to construct query vector ),( NVPq  for similarity measurement. In which, 

V  is the verb vector (i.e. do, has, redesign, reengineer, design, evaluate,….. in this 

example), N  is the noun vector (i.e. business process reengineering, business process, 

logistic management, production management, IT infrastructure, information system, ….. 

in this example). 
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Fig. 8 Example of the sub-branch of “business process re-engineering” in the e-business 

ontology tree 

 

The problem spaces with any term(s) of vector NV ,  were collected as the problem space 

corpus and problem space i is represent by ),( NVPi . To measure the degree of similarity 

of the problem space in the corpus and the problem query, 
qP , similarity coefficient 

(Grossman et al., 2004) is used because the problem query vector and problem space 

vector are similar in length.  The calculation of the similarity coefficient is described as 

below. 

 

The weighting factor, 
ijw , for a term 

jt  in a problem space 
iP  is defined as 

jij ipftf × , 

where 

 

ijtf  is the number of occurrences of the term 
jt  in problem space iP . 

j

j
pf

p
ipf log=  is the inverse problem space frequency, where p  is the total 

number of problem spaces and 
jpf  is the number of problem spaces that contain 

the term 
jt . 
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The similarity coefficient (Grossman et al., 2004) between a query vector 
qP and a 

problem space iP  is defined by the dot product of two vectors.  For a collection of 

problem space with t distinct collection-wide terms, the similarity coefficient 

measurement is  

 

)(),(
1

∑
=

×=

t

j

ijqjiq wwPPSC , where t  is the number of distinct terms in problem 

space collection (i.e. NV + ). 

 

If the problem space with higher similarity coefficient value, it implies that it has higher 

degree of similarity to the problem query.  

 

System Evaluation 

In the experiment, “How to do business process reengineering?" was selected as the 

target problem space.  There were 50 problem spaces that contain the terms of ),( NVPi  

was archived from our supply chain management case repository and was used as the 

problem space corpus for this experiment.  From these 50 problem spaces, 25 problem 

spaces were asking how to do business process reengineering.  We measured the 

performance of the case retriever by using recall that is the fraction of the relevant 

problem spaces which has been retrieved; and precision, that is the fraction of the 

retrieved problem spaces which is relevant. The recall and precision of case retriever R 

on problem space set P were defined as follows.  
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where  P is a set of problem spaces and p is a target problem space 

X is the subset of P that is similar to p, and Y is the subset of P that is determined 

similar to p by our case retriever R.  

 

The threshold of similarity coefficient ranged from 0.1 to 1.5 was used to determine its 

precise and recall (See fig. 9).  From the experiment, the optimized threshold value is 

0.09. 
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Fig. 9 Recall and Precise of the Ontology-based Similarity Measurement  

 

Without using the ontology approach, the similar case was retrieved using the term “re-

engineering” and “business process” only.  The recall and precise were found to be 0.12 

(i.e. 3 out of 25) and 0.6 (i.e. 3 out of 5) respectively. Thus, the recall and precision of the 

ontology-based similarity measurement performed better than that of the traditional 

similarity measurement. 

 

Summary 

In summary, the advantage of using ontology-based similarity measurement can 

overcome the synonym problem of similarity measurement.  Since all the cases’ problem 

solving steps have been decomposed and stored into the problem spaces.  After the query 

parser stemmed the problem query, the ontology reader finds out all the related concept 

terms from the ontology taxonomy database for similarity measurement. The retrieved 

problem objects can be clustered, learnt and analyzed by problem solver to find a solution 

for the new problem. 
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