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Lossless In-network Processing and Its Routing
Design in Wireless Sensor Networks

Peng Guo, Xuefeng Liu, Jiannong Cao and Shaojie Tang

Abstract—In many domain-specific monitoring applications of wireless sensor networks (WSNs), such as structural health monitoring,
volcano tomography and machine diagnosis, the raw data in WSNs are required to be losslessly gathered to the sink where a
specialized centralized algorithm is then executed to extract some global features or model parameters. To reduce the large raw
data transmission, in-network processing is usually employed. However, different from most existing in-network processing works that
pre-assume some common computation/aggregation functions, in-network processing of a given centralized algorithm requires to
exactly partition the algorithm first and then appropriately assign the partitioned computations into WSNs. We call it as lossless in-
network processing, which has not gotten much studied. Lossless in-network processing raises two questions: 1) what pattern should
a centralized algorithm be partitioned into so that the partitioned computations can be flexibly assigned into a WSN with arbitrary
topology? and 2) for each partition pattern how to design efficient routing for the resource-limited sensor nodes? These two questions
can be called as topology-constrained computation partition problem and computation-constrained routing design problem, respectively.
In this paper, we first introduce some general patterns on the topology-constrained computation partition. Then, with the computation
constraints in the patterns, we present a series of novel routing schemes customized for different cases of computation results. The
work in this paper can also serve as a guideline for distributed computing of big data where the data spreads in a large network.

Index Terms—Wireless Sensor Network (WSN), In-network processing, Matrix computation, Routing scheme
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1 INTRODUCTION
Recently, we are seeing that wireless sensor networks
(WSNs) are extending their applications into some
domain-specific areas, such as structural health monitor-
ing (SHM) [1], volcano tomography [2], state estimation
in smart grid [3], and fault diagnosis of machines [4].
In these domain-specific applications of WSNs, usu-
ally large amount of sensor nodes are deployed and
cooperatively monitor a common huge object (e.g.,
structure, volcano, smart grid and large machine) instead
of individual events in the network. After the sink node
gathers the raw data sampled at different positions of
the object, a specialized centralized algorithm is then ex-
ecuted to extract some global features or estimate model
parameters of the object. We call such kind of monitoring
applications as global collaboration monitoring (GCM).

To obtain the global feature or model parameter, GCM
usually requires each node to sample sufficient raw data.
For example, to estimate the mode shape of a structure in
structural health monitoring, the sampled local vibration
data at each sensor node can be of a size about several
thousands of bytes [5]. To reduce the large amount
raw data transmission in WSNs, in-network processing
is an efficient way. With in-network processing, only
the important information or intermediate computation
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data rather than the raw data is transmitted. Hence, the
transmission load in WSNs can be significantly reduced.

However, implementing in-network processing in
WSNs for GCM is not easy. Due to the global collab-
oration on common object monitoring, the algorithm for
GCM usually works with data-level collaboration, which
is much different from the feature-level or decision-level
fusion employed in conventional WSNs applications.
Fig. 1 shows the difference among the three collaboration
modes. For the feature-level or decision-level fusion,
each sensor can process its own data independently
to extract feature or make decision without exchang-
ing information with others. Therefore, the in-network
processing of these kinds of fusion tasks is usually
simple (e.g., MAX, SUM or top-k) and typically lim-
ited to spatial or temporal aggregation [6], or directly
assumes a general aggregation function (e.g., constant
size of output) [13]. However, in WSNs for GCM, the
in-network processing of data-level collaboration should
not simply assume a common aggregation (or feature
extraction) function in advance, because processing the
local aggregation results (or features) instead of the raw
data cannot achieve the same accuracy with that of the
processing on the raw data [14], or even have a far devi-
ated output [15]. Typical data-level collaboration based
GCM applications are SHM [1], volcano tomography [2],
and fault diagnosis of machines [4]. In these applications,
usually a dedicate domain-specific centralized algorithm
is designated, and a WSN needs to exactly (or losslessly)
distribute the centralized algorithm into sensor nodes for
in-network processing, so as to achieve the same quality
as that of the centralized GCM system (which is so-called
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Fig. 1 Algorithms with collaboration (a) at decision level (b) at feature level (c) at data level.

lossless in-network processing in this paper).
Unfortunately, it is not easy to exactly partition the

domain-specific GCM algorithms into distributed in-
network processing functions, as many of these algo-
rithms contain matrix computations, such as eigen de-
composition (ED) or singular value decomposition (SVD)
for feature extraction in SHM [1], and matrix inversion in
least square estimation (LSE) for model parameter esti-
mation in volcano tomography [2]. For each step in these
matrix computations, almost all raw data are involved.
However, to in-network process the computation, it is
expected to partition the computation into a series of
distributed functions each of which requires only part
of the raw data. In particular, each distributed function
assigned to a sensor node needs only the raw data of
the node as well as the raw data from the node’s de-
scendant designated by the routing scheme. Considering
the arbitrary topology of the WSN in practice, finding
appropriate partition of a centralized algorithm for any
WSN is not a trivial.

In this paper, we separate the problem of lossless in-
network processing into two parts: 1) finding the general
computation partition patterns that can be independent
of (or say universal to) the network topology; 2) de-
signing the computation-constrained routing for each
partition pattern. The objective of the routing design is
to minimize the total transmission cost in WSNs, with
the constraints of the computation partition patterns.

Contributions of the paper are summarized as follows.
• We introduce some general patterns on lossless

computation partition, with which the partitioned
computations can be flexibly assigned into a WSN
with arbitrary topology.

• For each computation partition pattern, we list sev-
eral typical rules on the relationship between raw
data’s size and the size of computation results (i.e.,
the intermediate data), which widely exist in prac-
tical GCM algorithms. Though finding the optimal
routing with these rules is generally NP-hard, we
find this kind of routing problem can come down
to an appropriate combination of the classic routing
strategies (e.g., MST, SPT, TSP), with an insight of

routing for the above data-size rules.
• Based on the above hint, we design a series of

computation-constrained routing schemes, respec-
tively for each rule of the data sizes in each partition
pattern. Extensive simulation results show the effi-
ciency of the schemes.

Note that, the work in the paper, either the computa-
tion partition patterns or the routing ideas, is not limited
to lossless in-network processing in WSN, but can also
serve as a guideline for distributed computing of big
data where the “raw data” spreads in a large network.

The remainder of the paper is organized as follows. In
Section 2, we review the related works. Section 3 presents
the general lossless computation partition patterns. Sec-
tion 4 introduces the proposed computation-constrained
routing schemes for different cases of lossless in-network
processing. Simulations are described in Section 5, fol-
lowed by the conclusions in Section 6.

2 RELATED WORK

Though lots of works on in-network processing have
been done for WSNs [7] in last decade, most of them
work at decision level or feature level. Sometimes they
are rather called as in-network aggregation, as they
usually pre-assumed a common aggregation function,
such as averaging the raw data, finding the maximum
or top-K of the raw data, or just a general compression
formation [8] [9]. The pre-assumed aggregation functions
usually ignore the types of input data. Thus, the sizes
of aggregation/processing results simply follow a sin-
gle rule. However, this paper addresses the in-network
processing of data-level collaboration algorithm, which
needs to partition the algorithm into several functions
with considering different types of input data. Hence,
the size of processing result at different sensor nodes
may follow different rules, which makes the routing
design much different from existing routing works for
data aggregation [10]–[13].

Nevertheless, there are still some works handling the
in-network processing of data-level collaboration. Aim-
ing at least square estimation (LSE), the classic matrix-
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involved computation, some works study lossless in-
network processing of LSE, i.e., distributed LSE, in
WSNs [16]–[18]. However, the efficient assignment of
LSE into WSNs is not addressed. In other word, these
works do not further study the efficient routing design
for the distributed LSE.

Another classic data-level collaboration computation
is ED or SVD, which helps to extract the object’s features
from the raw data. In [21], the authors study the net-
worked computation of SVD for structural health moni-
toring in WSN, with designing the optimal routing tree
for in-network processing of SVD computation. Howev-
er, they suppose that the SVD computation is performed
upon only the raw data at some selected nodes (i.e.,
cluster headers). Once the raw data is processed into the
SVD results, the results are directly delivered to the sink
without being further processed. Therefore, although
the routing structure in [21] is based on a tree, the
computation structure is simply based on clustering. In
other word, it is actually a conventional routing scheme
for clustered WSNs, with given certain computation task
for only cluster headers.

However, we know that the SVD results actually can
further be iteratively processed and updated with the
raw data at each node [22]. In our previous work [1], we
take one step on the routing design for iterative comput-
ing SVD within WSNs. However, as the paper mainly ad-
dresses partitioning a certain SVD-contained centralized
algorithm, the general computation-constrained routing
in the paper does not get much studied. In this paper,
we give an extensive study on the routing for lossless
in-network processing, with consideration a series of
typical computation cases in practical algorithms. The
work in the paper is not only suitable to the routing in
WSNs but also of some significance to the distributed
computing of big data in the Internet.

It is noted that, parallel and distributed computing
(PDC) [19], which has been heavily researched in the last
forty years, seems to address the same problem as ours.
In fact, PDC is intrinsically different mainly in following
two aspects. Firstly, conventional PDC usually focuses
on how to utilize the computation power of a given num-
ber of computation utilities to accomplish a computation
task with minimum time, while in-network processing
a centralized algorithm in WSN for GCM targets at
minimizing the communication cost. Secondly, the data
used in computation tasks with PDC are NOT generated
from the computational entities and initially can be
freely assigned to different entities (e.g., by assuming a
common memory) according to how the computational
task is decomposed. However, when designing lossless
in-network processing of the centralized algorithms, it
is highly desirable that each computation entity (i.e. a
sensor node), when implements its sub-task, uses only
its own data or data from its neighbors.

3 COMPUTATION PARTITION

In a WSN employing lossless in-network processing,
each sensor node processes its raw data and the received
data according to its computation assigned, and then
forward the processing result to its parent node desig-
nated by the routing. The processing result usually will
be further processed at the parent node along with other
data (either raw data or other processing result). Finally,
the processing result will arrive at the sink node, and
it is desired to be the same as that of the centralized
algorithm calculated with all the raw data.

Since the processing results at sensor nodes generally
can be further processed in in-network processing, there
is a hint that in-network processing of a given central-
ized algorithm requires the algorithm can be partitioned
into some incremental-like computation patterns. In this
section, we give a detailed discussion of the computation
partition patterns.

3.1 Expected properties of partitioned functions
Generally, a lossless in-network processing function at
a sensor node, i.e., the computation partitioned and
assigned to the node, can be expressed as f({⋆}), where
⋆ can be either raw data x sampled by sensor nodes
or intermediate data s which is the processing result of
another in-network processing function.

We expect to partition the computation of a given
centralized algorithm into a series of f({⋆}) functions
nested together, i.e., the output of one f({⋆}) function is
one of the input of another f({⋆}) function. To assign the
nested f({⋆}) functions to a WSN, it is desired that the
input data of each f({⋆}) function assigned to a sensor
node comes from the nearby nodes. However, due to
the arbitrary topology of WSNs, the sensor nodes in the
WSN may not spread around as required by the nested
f({⋆}) functions. Hence, it is needed to carefully design
the nested f({⋆}) function so that the assignment of the
functions can be universal to any WSN. To this end, we
expect the f({⋆}) function to have following properties:

• Property A: {⋆} in f({⋆}) can have any number of
elements. In other word, any node in a WSN can
execute f({⋆}) no matter how many neighbors it
has.

• Property B: The formation of f({⋆}) can be inde-
pendent of the content of the data. In other word,
the formation of f({⋆}) keeps unchanging no matter
which node the data in set {⋆} comes from.

• Property C: f({⋆}) can be executed iteratively or
recursively with new input data. In other word, the
intermediate data can always be further processed
by f({⋆}) with other intermediate data or raw da-
ta. This property allows that any sensor node can
perform f({⋆}) as long as an in-network processing
path passes by it.

It can be seen, the above three properties make the
assignment of the nested functions free from the net-
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work’s density, nodes’ individuation and routing path,
respectively, and hence free from the network topology.
Note that, these properties are not necessary condition,
but a guideline that we proposed for computation par-
tition. We are seeing that many classic matrix computa-
tions (such LSE, SVD) have successfully been partitioned
into functions with the properties [17], [24]. Sometimes,
property A may not hold, as some function f({⋆}) may
require at least a certain number of input data [1]. To this
end, a clustering algorithm can be performed in advance,
so that f({⋆}) can be conducted with the unit of cluster
which has sufficient input data.

In addition, f({⋆}) is also expected to have low com-
plexity, so that it can be performed by sensor nodes.
Generally, this property is easy to achieve, as each f({⋆})
is performed with input of only a small portion of the
data, and the MCU in sensor nodes today is becoming
more powerful and cheaper (e.g., the price of low-power
MCU STM32F103 with frequency 70MHz and RAM
48KB is less than 1$).

3.2 Types of processing functions
In view of input data type (either raw data x or interme-
diate data s), we divide the f({⋆}) functions into three
categories: f1({x}), f2({x}, s) and f3({s}), as shown in
Fig. 2 (a). All the input of f1({x}) must be raw data.
In other word, f1({x}) processes only the raw data x.
f2({x}, s) can process one intermediate data s with some
raw data {x}. f3({s}) can process multiple intermediate
data {s} and “merge” them to be one s. Generally,
f3({s}) requires more computation cost.

A sensor node may be assigned with one or several
functions above, according to the routing scheme. For
example, if multiple x and one s are routed to a sensor
node, to process these data into one s, the node needs
to be assigned with either one f1({x}) and one f3({s})
(nested as f3(s, f1({x})), i.e., the output of f1({x}) is
an input of f3({s})), or just one f2({x}, s). However, if
multiple s are routed to the node, the node must to be
assigned with f3({s}).

For an intermediate node, it has at least one s received
from others and one x sampled by itself. Generally, we
assign the node with one f2({x}, s) first, and then with
one f3({s}) if the node has multiple s. As for a leaf
node, sometimes it may be assigned with f1({x}), while
in more cases it cannot be assigned any function, as
f1({x}) function usually requires more than one input
raw data for computation. Under this circumstance, the
leaf node has to deliver its raw data to a cluster leader
for executing f1({x}).

3.3 Computation partition patterns
We expect that a centralized computation algorithm
can be partitioned into the above three categories of
functions nested together. However, it may not be fea-
sible for some centralized algorithms. For example, the
distributed least square estimation D-LSE algorithm in

[17] does not contain f3({s}), which means two s data
cannot be in-network processed into one s. Under this
circumstance, the intermediate data s has to always be
in-network processed with raw data x by f2({x}, s).

Generally, for any centralized computation algorithm,
there are three cases of computation partition for loss-
less in-network processing, in view of the categories of
functions partitioned: i) there is only f1({x}) function
in the computation partition; ii) there are f1({x}) and
f2({x}, s), but no f3({s}) in the computation partition
(e.g., D-LSE algorithm [17]); and iii) all the three cat-
egories of functions exist in the computation partition
(e.g., SVD in ERA algorithm [1]). The three cases have
different constraints on the function nesting structures.
We discuss them as follows.

- For the first case, as there is only one f1({x}) func-
tion, the processed result of a sensor node can not
be furthered processed, which means the centralized
algorithm actually can not be partitioned. For this
case, sometimes people may directly assign the cen-
tralized algorithm to some cluster leader nodes in
WSNs, each of which performs the algorithm with
partial raw data, as shown in Fig. 2 (b). This idea
is similar to “divide-and-conquer”, which however
does not guarantee the same result of the centralized
computation with all raw data.

- For the second case, as there is no f3({s}), i.e.,
any two intermediate data s can not be processed
together, the intermediate data s should always be
processed with raw data x by f2({x}, s). Hence,
all the f2({x}, s) functions must be nested one by
one, thus forming a chain-like nesting structure, as
shown in Fig. 2 (c). It can be seen, with the chain-
like nesting structure, the centralized algorithm is
actually calculated in a recursive way.

- For the third case, as any two functions’ output can
be the input of a third function f3({s}), there is little
limitation on the function nesting structure. Hence,
the functions can be nested like an aggregation tree,
as shown in Fig. 2(d).

We call these nesting structures as computation par-
tition patterns. Note that, these patterns represent the
structure of the computations partitioned, instead of the
structure of routes. More specifically, each vertex in Fig. 2
does not refer to one sensor node’s computation or data.
As analyzed above, a sensor node may be assigned
with multiple functions. The functions need to be nested
according to the patterns in Fig. 2. For example, if a
sensor node has two s and one x, the node will be
assigned with one f2({x}, s) and one f3({s}) which are
nested as either the structure shown in the dotted box 1
or that shown in dotted box 2 in Fig. 2(d).

Different computation partition patterns impose dif-
ferent constraints on the routing design. In addition, the
computation ability of sensor nodes and the variation
of data size during the processing also much affect the
routing design. In next section, we discuss the routing
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Fig. 2 Lossless in-network processing functions and some general partition patterns.

design constrained by these computation issues.

4 COMPUTATION-CONSTRAINED ROUTING

In this section, we show how to apply the above general
computation patterns into WSNs with arbitrary topol-
ogy. More specifically, we discuss the efficient routing
design under constraints of these computation patterns.
The term of “efficient” here refers to the total transmis-
sion cost in WSNs with the routing.

4.1 Motivations for computation-constrained rout-
ing design

Finding the optimal routing design for lossless in-
network processing is usually NP-hard (will be ex-
plained later). However, we notice that there are usually
some certain rules on the data sizes of processing results
in practical engineering algorithms, such as the constant
size of processing result for the distributed LSE [17],
the linear size increment of processing result for the
distributed SVD [1]. These typical rules give us hint on
designing the efficient routing. For example, it is well
known that: i) for constant size of data transmission at
each node in WSNs, the optimal routing is the minimum
spanning tree (MST) or Hamilton path; ii) for additive
size of data transmission (i.e., the size of processing
result is the sum of the input data sizes) at each node,
the optimal routing is the shortest path tree (SPT).

However, designing efficient routing for lossless in-
network processing is not a simple application of above
classic routing strategies. Attributing to the computation
involved, there are two more specialties in the routing
design for lossless in-network processing, besides the
computation constraints.

• Firstly, the data transmitted in the routing has two
different rules in the data size. One is the raw
data whose size is generally constant, and another

is the intermediate data whose size usually fol-
lows a typical and uniform rule (e.g., constant or
linear increment). These double rules contained in
the routing imply a mixture of the classic routing
strategies.

• Secondly, the linear increment rule of the interme-
diate data size can also be regarded as a mixture
of two routing strategies. One is for constant size
of data transmission corresponding to the constant
part of the intermediate data, and another is for
additive size of data transmission corresponding to
the increased part of the intermediate data (which
is generally the sum of the increased part of input
intermediate data). Note that, we should not really
partition the intermediate data into these two parts
for separate transmissions.

With the analysis above, we get motivation that: the
optimal routing design for lossless in-network processing of
many practical engineering algorithms, actually can come
down to an appropriate combination of the classic routing
strategies. Based on this motivation, in this section we
show how to appropriately combine and modify the
classic routing strategies to be efficient routing for loss-
less in-network processing. In particular, as this special
routing design highly depends on the rules of data
sizes, we discuss the routing design for different cases of
data sizes and summarize the corresponding proposed
routing algorithms with Table 1, where | ⋆ | denotes the
size of ⋆, and |s| + + denotes the case that |s| increases
with the processing.

4.2 Routing for chain-based computation partition
pattern
In chain-based computation, as the intermediate data
s should always be processed with raw data x, the
network must not initiate more than one intermediate
data s. Hence, the in-network processing has to follow a
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Table 1 The proposed computation-constrained routing algorithms

Routing for chain-based partition pattern Routing for tree-based partition pattern

|s| < |x| |s| ≥ |x| |s| < |x| |s| ≥ |x|
|s| = c S-TSP vs CC-TSP DS-TSP vs CC-TSP |s| = c LD-MST vs CC-MST DS-MST vs CC-MST

|s|++ SP-TSP vs DSP-TSP |s|++ DS-SLT vs CC-SPT

single path to the sink in the WSN, and nodes outside of
the path need to deliver their raw data to the nodes on
the path for processing. We call the single path on which
nodes execute the chain-based computation as in-network
processing path.

Finding the optimal in-network processing path to min-
imize the total transmission cost in WSNs is a new
problem, and can be easily proved to be NP-complete
by reducing the travelling salesman problem (TSP) to the
problem (with assuming |s| → |x|). Designing heuristic
algorithms for this new problem much depends on the
relationship between |s| and |x|. We discuss the routing
design for different cases as follows.

4.2.1 Case 1: |s| is constant and |s| < |x|
Case analysis: In many recursive computation applica-
tions where the chain-based partition pattern can be ap-
plied, the intermediate data s is usually about the model
parameter whose size is smaller than that of the raw
data, i.e., |s| < |x|. During the recursive computation,
the parameter will be updated with each added raw
data, while the parameter’s size keeps constant. Hence,
to save transmission cost of the in-network processing,
we expect as many as possible sensor nodes to join the
recursive computation, so as to transmit the intermediate
data instead of their raw data. Thus, the optimal in-
network processing path is a Hamilton path from one
sensor node to the sink, passing by all other sensor
nodes. However, Hamilton path does not always exist
in a given WSN, and finding a Hamilton path in the
WSN is NP-complete.

We design a semi-TSP routing scheme (named as S-
TSP) to find an appropriate in-network processing path in
a given WSN G. The basic idea of S-TSP is as follows:

- Construct a complete graph G′ based on G, by
regarding the shortest path between each pair of
non-neighboring nodes in G as their edge in G′. Ac-
cording to graph theory, there must exist Hamilton
path in G′.

- Employ a TSP greedy algorithm in G′ to get a
Hamilton path. The path may pass some nodes
multiple times in G, and as a result contains some
circles on it, as shown in Fig. 3 (a). We call this path
in G as semi-Hamilton path, and regard it as the
initial in-network processing path.

- Update the in-network processing path by appropri-
ately removing some nodes from the circles on
the in-network processing path, if this operation can
reduce the total transmission cost in G. The solid
line in Fig. 3 (b) is the final in-network processing path

(which still passes some nodes double times), and
the dashed line is the path of raw data delivery.

In addition, we can also directly employ the TSP
greedy algorithm on G. Thus, a single but very long
path passing part of the nodes in G can be obtained.
With regarding this path as the in-network processing path,
sensor nodes outside of the path will send their raw data,
along the shortest routes, to the nearest nodes on the
path for processing. We name this routing scheme as
CC-TSP (computation-constrained TSP) scheme. Fig. 3
(c) shows the result of CC-TSP in the same network G.

4.2.2 Case 2: |s| is constant and |s| ≥ |x|
Case analysis: There is also some recursive computation
application where |s| ≥ |x|. For instance, in distributed
least square estimation in [17], the size of intermediate
data always equals to (or a little larger than) that of
raw data. For this case, it is no need to expect the in-
network processing path to pass each node in G, as sending
raw data instead of the intermediated data may have
lower cost. However, to avoid long-distance raw data
transmission, we still expect the in-network processing path
detour its way to pass by the “near” area of most nodes,
so as to let the nodes send their raw data to the path
with a short distance.

We design a dominating set (DS) plus TSP based
routing scheme (named as DS-TSP) for this case. The
basic idea is as follows.

- Find a minimum dominating set (MDS) in G.
- Find a Hamilton path passing all the dominant

nodes to the sink. The Hamilton path obtained is
the in-network processing path, and all other nodes
outside of path send their raw data to the nearest
nodes on the path (i.e., their corresponding domi-
nant nodes).

Fig. 3 (d) shows the result of DS-TSP in the above
network. Note that, in DS-TSP we can even use a gen-
eralized definition of dominating set. Instead of only
dominating one-hop neighboring nodes in traditional
DS, we regard the dominating range (i.e., the upper
bound of hop counts between dominated node and
dominating node) to be ⌊|s|/|x|⌋.

4.2.3 Case 3: |s| increases with the processing
Case analysis: For the recursive computation of another
well-known matrix computation, i.e., SVD [24], the size
of intermediate data increases with each addition of raw
data in the processing. In particular, the size usually
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(a) Semi-Hamilton path (b) Result for S-TSP (c) Result for CC-TSP (d) Result for DS-TSP

(e) Initial path in SP-TSP (f) Detour the path in SP-TSP (g) Result for SP-TSP (h) Result for DSP-TSP

Fig. 3 Examples of the routing schemes for chain-based computation.

increases linearly with the number of raw data involved
in the processing. Hence, we assume |sk| = C + k ∗ r,
where C and r < |x| is a constant, k is an integer and
usually equals to the number of raw data involved in
sk. It can be seen, the size of intermediate data on the
in-network processing path increases step by step, and may
become too large for the in-network processing to worth
further detouring the path across more nodes. In other
word, the in-network processing path finally may need to
go along the shortest path to the sink without a little
detour. However, at beginning it still needs to try to
detour itself to pass more nodes to reduce their raw
data transmissions. Thus, the in-network processing path
under this case is actually a combination of TSP and the
shortest path.

To find the optimal combination of TSP and the short-
est path for the in-network processing, we design a SP-
TSP scheme. The basic idea of SP-TSP is as follows.

- Enumerate each node in G, and take the shortest
path from one node to the sink as the initial in-
network processing path P = {n1, n2, ·} (ni represents
the ith node in P ), if the path leads to the minimum
total transmission cost (which is the sum of the cost
on gathering the raw data x of all the nodes outside
of P to P along the shortest paths and transmitting
s to the sink along P ). As shown in Fig. 3 (e).

- Update P with one of n1’s edge plus the shortest
path from n1’s neighbor on the edge to the sink,
if the updated P leads to lower total transmission
cost; find the optimal updated P by enumerating
each edge of n1. As shown in Fig. 3 (f).

- Further update P by checking each edge of the
second node in the current P , and then the third,
until the last node (i.e., the sink). Fig. 3 (g) shows
the result of SP-TSP in the above network.

We give the formal description of SP-TSP with Algo-
rithm 1.

Algorithm 1 The proposed SP-TSP algorithm

1: Input: a WSN G = (V,E)
2: for each node ni ∈ G do
3: Calculate the shortest path between ni and sink, and

record the path as Pi.
4: Calculate the total transmission cost in G with Pi, and

return Call(Pi).
5: end for
6: Call = min{Call(Pi)}
7: Record the node whose corresponding total cost is Call as

n1, and record the corresponding path as P1.
8: j = 1
9: while j ≤ |V | do

10: Construct set S = 0.
11: for each nj ’s neighbor node nj

t that is not on Pj do
12: Calculate the shortest path Pt between nj

t and the
sink.

13: Construct path P ′
t = {n1, n2, . . . , nj , nj

t} ↔ Pt, where
∗ ↔ ⋆ means to connect ∗ to ⋆.

14: Calculate the total transmission cost with P ′
t, and

return Call(P ′
t).

15: if Call(P ′
t) < Call then

16: Add the corresponding node nj
t into S.

17: Call = Call(P ′
t)

18: end if
19: end for
20: if S == 0 then
21: Break, and return: Pj .
22: end if
23: j++.
24: Record the node in S whose corresponding total cost is

Call as nj , and the corresponding path as Pj .
25: end while

A key issue in Algorithm 1 is the calculation of the
total transmission cost in G with a given in-network
processing path. To calculate it, it is needed to ascertain
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the corresponding optimal routes for other nodes outside
of the path. Since the intermediate data’s size increases
with the processing, the optimal route for nodes outside
the in-network processing path is not just the shortest path
to it, which is different from the above two cases.

To this end, we notice that: the size of the intermediate
data on the in-network processing path, is determined only
by the number of nodes contributing their raw data to
the path. Hence, we can regard that: once a node’s raw
data is delivered to the in-network processing path, it will
be processed to be an independent virtual data with size
r, and the virtual data will be directly sent to sink along
the path without being further processed.

Thus, to calculate the total transmission cost in G with
a given in-network processing path, we separately calculate
the transmission cost for the delivery of each raw data
from its source node to the sink, including the raw
data transmission stage and the virtual data transmission
stage. To minimize the cost of raw data transmission
stage of a node (say ni), we need to select the optimal
node (say nj) on the in-network processing path to process
ni’s raw data, and the delivery of ni’s raw data must
follow the shortest path from ni to nj . In this way, the
optimal routing for ni’s raw data transmission stage is
obtained, and the total cost for the delivery of ni’s raw
data to the sink via nj can be calculated. We present the
procedure on calculating the total transmission cost in G
with a given in-network processing path with Algorithm 2.

Algorithm 2 Calculation of the total transmission cost
with a given in-network processing path

1: Input: the in-network processing path P = {n1, n2, . . . , nk =
sink}

2: Initialize total transmission cost in WSN Call(P) = 0
3: for each node ni ∈ V − {n1, n2, . . . , nk = sink} do
4: for each node nj ∈ P do
5: Calculate the length Lij of the shortest path between

ni and nj in G.
6: Calculate the length ljk of the path between nj and

nk in P .
7: Calculate the cost for delivery ni’s raw data to sink

via nj as Cj
ni

= |x| · Lij + r · ljk.
8: end for
9: Record Cni = min{Cj

ni
}, j ∈ [1, k], and ascertain the

corresponding node on P .
10: Record the shortest path between ni and the ascertained

node on P as the route for ni’s raw data delivery.
11: Call(P) = Call(P) + Cni

12: end for
13: Return: Call(P) = Call(P) + C · l1k + r ·

∑k−1
m=1 lmk

Since SP-TSP is based on greedy strategy which may
lead to local optimum, we additionally design a DS-
based SP-TSP routing scheme (named as DSP-TSP). The
basic idea of DSP-TSP is as follows. Considering that
dominant nodes can spread nearly evenly in the net-
work, if path P in SP-TSP is also allowed to detour
its way to pass by a nearby dominant node via the
shortest path to the node, it may help SP-TSP to jump
out of the local optimum, thus possibly achieving better

performance. It can be seen, the detour strategy of DSP-
TSP is a tradeoff between the coarse-grained searching
strategy of CDS-TSP (with unit of only dominant node)
and the fine-grained searching strategy of SP-TSP (with
unit of neighboring node). Fig. 3 (h) shows the result of
DSP-TSP in the above network.

4.3 Routing for tree-based computation partition
pattern
In tree-based computation, as any two intermediate data
can be in-network processed together, a tree-based rout-
ing scheme can be designed for the processing in WSNs
with little constraint. Finding the optimal in-network
processing tree is similar to the optimal aggregation tree
problems [8] [10] [11], and have been proved to be NP-
hard [20] [11]. However, considering the typical rules
on the change of data sizes in the processing of many
matrix computation, we can design some special routing
schemes customized for the in-network processing. In
this section, we show how to design such routing ac-
cording to different relationships between |s| and |x|.

Note that, for the case of |s| = |x|, it is well known that
the optimal in-network processing tree with minimum
total transmission cost is the MST. And, for the case that
|s| always equals to the sum of all input data’s sizes, the
optimal in-network processing tree is the shortest path
tree (SPT). As for the other cases, we discuss the routing
design as follows.

4.3.1 Case 1: |s| is constant and |s| < |x|
Case analysis: For the case that |s| is constant and
|s| < |x|, the leaf nodes (transmitting x) in an in-network
processing tree always have higher transmission cost
than that of intermediate nodes (transmitting s). Hence,
to construct an efficient in-network processing tree, a
spanning tree with less leaf nodes is preferred. In other
word, the optimal in-network processing tree for this
case is a tradeoff between MST and a spanning tree with
the minimum number of leaves.

To find an efficient tradeoff between MST and the
spanning tree with minimum number of leaves, we
propose a leaf deletion scheme based on MST (named
as LD-MST). The basic idea of LD-MST is as follows.

- Construct the MST in G (e.g., with the classic Prim
algorithm) and regard the MST as the initial in-
network processing tree.

- For each leaf node ni in the current in-network
processing tree, set the neighboring leaf node nj

to be ni’s new parent if the corresponding change
of total transmission cost (including the changes of
ni’s cost, nj ’s cost and ni’s former parent’s cost) is
negative and maximum.

- Re-execute the above operation until there is no cost
improvement. Fig. 4 (a) shows the result of LD-MST
in the above network.

For comparison, we also design a computation-
constrained MST scheme (called as CC-MST) based on
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(a) Result for LD-MST (b) Result for DS-MST (|s| < |x|) (c) Result for DS-SLT

(d) Result for CC-MST (|s| < |x|) (e) Result for CC-MST (|s| ≥ |x|) (f) Result for CC-SPT (|s|++)

Fig. 4 Examples of the routing schemes for tree-based computation.

the Prim algorithm. Instead of always choosing the
edge with the minimum weight in Prim, CC-MST al-
ways chooses the edge with the minimum “computation-
dependant weight”. We give the description of CC-MST
with Algorithm 3.

Algorithm 3 The proposed CC-MST algorithm

1: Input: a WSN G = (V,E)
2: Denote T = (VT , ET ) as the routing tree, and initiate VT =

{sink}, ET = 0.
3: while VT ̸= V do
4: Initiate edge set El = 0, Ep = 0.
5: Add each edge that is in E−ET and connected to a leaf

node in T , into El.
6: Add each edge that is in E − ET and connected to a

non-leaf node in T , into Ep.
7: Find the optimal edge e∗l ∈ El that |x| ·w∗

l −wT (|x|−|s|)
is the minimum, where w∗

l is weight of e∗l , and wT is
the weight of the edge in T connected to e∗l .

8: Find the edge e∗p ∈ Ep, which has the minimum weight
w∗

p .
9: if |x| · w∗

p < |x| · w∗
l − wT (|x| − |s|) then

10: ET = ET ∪ {e∗p};
11: Add the node connected to e∗p into VT .
12: else
13: ET = ET ∪ {e∗l };
14: Add the node connected to e∗l into VT .
15: end if
16: end while
17: Return: T = (VT , ET )

The reason of leveraging “computation-dependant
weight” in CC-MST is that: when a leaf node changes

to be a parent node in the in-network processing tree,
the node’s edge weight should also change. The result
of CC-MST is shown in Fig. 4 (d).

4.3.2 Case 2: |s| is constant and |s| ≥ |x|
Case analysis: For the case that |s| is constant and
|s| ≥ |x|, the intermediate nodes in an in-network pro-
cessing tree always have higher transmission cost than
that of leaf nodes. Hence, to construct the efficient in-
network processing tree, a spanning tree with more leaf
nodes is preferred. In other word, the optimal in-network
processing tree for this case is a tradeoff between MST
and a spanning tree with the maximum number of
leaves.

To find an efficient tradeoff between MST and the
spanning tree with maximum number of leaves, we
propose a DS plus MST based scheme (named as DS-
MST). The basic idea of DS-MST is as follows.

- Find a MDS in G, and then construct a complete
graph G′ consisting of all the dominant nodes and
the sink, and each edge in G′ represents the shortest
path between the corresponding dominant nodes in
G.

- Find the MST in G′, the shortest paths in G corre-
sponding to the edges in the MST of G′ serve as the
in-network processing paths;

- With the in-network processing paths, nodes outside
of the paths in G, i.e, the dominated nodes, work as
leaf nodes and send their raw data to their dominant
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nodes. Fig. 4 (b) shows the result of DS-MST in the
above network.

For comparison, we also employ the CC-MST algo-
rithm designed above (though |s| < |x| in that case). The
result is shown in Fig. 4 (e).

4.3.3 Case 3: |s| increases with the processing
Case analysis: For the case that |s| increases with the
processing (i.e., the size of intermediate data increases
with each addition of raw data in the processing), the
intermediate nodes’ cost is not constant but depends
on the number of their descendant nodes. We are con-
cerned with the usual case of linear increment of |s|, i.e.,
|sk| = C+k ∗r (e.g., tree-based computation of SVD [1]).
For this case, each intermediate node can be regarded
to additionally deliver a virtual data, which has size
r and cannot be further processed, along the routing
to the sink. Based on this understanding, setting the
shortest paths to the sink for some intermediate nodes
as their routing instead of MST can possibly reduce the
total transmission cost. Hence, the optimal in-network
processing tree for the case of linear increment of |s| is a
tradeoff between MST and SPT, which is similar to the
shallow light tree (SLT) [30].

To find the appropriate SLT for in-network processing
with the computation constraint, we need to discuss
the relationship between |x| and |s1| (i.e., the value of
|s| at the beginning of the processing). Firstly, for the
case that |x| = |s1| (e.g., in-network processing of SVD
[1]), we prove, in the Appendix, that directly using
SLT with certain parameter as the routing can achieve
approximation ratio 1 +

√
2. Secondly, for the case that

|x| < |s1|, we give the appropriate SLT design as follows.
As for the case that |x| > |s1|, we omit the corresponding
SLT design for brevity in this paper.

Since |x| < |s1| and |s| increases with the processing,
|s| will be always larger than |x|. Hence, a routing tree
with more leaf nodes is preferred. Thus, we design DS-
SLT scheme based on the DS-MST proposed above. The
basic idea of DS-SLT is as follows. Firstly, we employ
DS-MST proposed above to construct a spanning tree in
G. Then, the algorithm for establishing SLT is performed
on the spanning tree, i.e., conducting deep first searching
(DFS) within the spanning tree: if an intermediate node
is becoming not “shallow” to the sink, the path from the
node to the sink in the spanning tree will be replaced
by the path from the node to the sink in SPT. Metric for
“shallow” here is defined as ratio α of the distance from
the node to sink in the spanning tree to that in SPT. Fig. 4
(c) shows the result of DS-SLT in the above network. The
value of parameter α depends on the ratio of the MST’s
cost to SPT’s cost as well as the ratio of the initial size
of s to r.

For comparison, we additionally design a special
computation-constrained SPT scheme (called as CC-
SPT), as shown in Algorithm 4. The reason of leveraging
“weight of path” in Algorithm 4 is that the traffic on a

path will increase with r for each addition of a node
during the algorithm. The results of CC-SPT are shown
in Fig. 4 (f).

Algorithm 4 The proposed CC-SPT algorithm

1: Input: a WSN G = (V,E)
2: Denote T = (VT , ET ) as the routing tree, and initiate VT =

{sink}, ET = 0.
3: while VT ̸= V do
4: Initiate edge set El = 0, Ep = 0.
5: Add each edge that is in E−ET and connected to a leaf

node in T , into El.
6: Add each edge that is in E − ET and connected to a

non-leaf node in T , into Ep.
7: Find the optimal edge e∗l ∈ El that |x| · w∗

l − wT (|x| −
|s|) + d∗l · r is the minimum, where d∗l is the weight of
path between the sink and the node in T connected to
e∗l .

8: Find the edge e∗p ∈ Ep that |x|·w∗
p+d∗p ·r is the minimum.

9: if |x| ·w∗
p + d∗p · r < |x| ·w∗

l −wT (|x| − |s|) + d∗l · r then
10: ET = ET ∪ {e∗p};
11: Add the node connected to e∗p into VT .
12: else
13: ET = ET ∪ {e∗l };
14: Add the node connected to e∗l into VT .
15: end if
16: end while
17: Return: T = (VT , ET )

4.3.4 Case 4: F3({s}) only at sink
Sometimes, function F3({s}) may take high computa-
tion cost (e.g., diff-RLS in [29]), which makes F3({s})
not available to be executed on resource-limited sensor
nodes except for the sink node. Under this circumstance,
the centralized algorithm has to be partitioned into
multiple chain-based computations, and the final results
of these chain-based computations will be “merged”
with function F3({s}) at the sink node. Optimal routing
design for this case can be formulated into the classic
multiple TSP problem (MTSP) (if |s| = c). As for the
case |s| + +, referring to the above SP-TSP, a multiple
SP-TSP algorithm (could be called as MSP-TSP) can be
designed. The details are omitted for briefness.

5 SIMULATIONS

In this section, we conduct extensive simulations of the
proposed schemes. In the simulations, we use random-
generated networks by randomly deploying N nodes in
area Z with size L ∗ L. The transmission range of each
node is denoted by R. The weight of each edge between
neighboring nodes is regarded to be proportional to the
edge’s length.

To extensively evaluate the proposed schemes’ per-
formance in different network densities, network scales
and relative data sizes (e.g., |s|/|x|, r/|x| or |x|/C), we
conduct the simulations in two scenarios. First, we fix
the number of nodes to be 100 but gradually increase the
network density by increasing R from 15 to 45. The area
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in this scenario is fixed to be 120∗120. For each network
density, we gradually increase the corresponding relative
size from 0.2 to 1.

Then we maintain the network density with fixing
R = 30 but gradually increase the network scale by
increasing the number of nodes from 100 to 500. Note
that, to maintain the network density, when increasing
the number of nodes, the size of the deployment area
also needs to be increased. Also, for each network scale,
the relative size increases from 0.2 to 1. In both scenarios,
20 simulations are performed for each parameter set, and
the average value of each scheme’s transmission cost is
calculated.

5.1 Baseline: Typical Straightforward Schemes

To evaluate the performance of the proposed schemes, a
baseline needs to be set. Although there are lots of rout-
ing algorithms proposed for WSNs with in-network pro-
cessing, as analyzed in Section 2, the routing algorithms
are designed with assumption of common processing
function and ignoring the difference in the input data
types. In lossless in-network processing of a designated
centralized algorithm, either the processing functions are
not unique, or the input data is of different types, making
the existing routing algorithms not applicable here.

To set the baseline, we use straightforward routing
idea for comparison. Meanwhile, for chain-based in-
network processing, we directly regard the longest short-
est path as the in-network processing path, and the routes
for nodes outside of the path are just the shortest paths
between the nodes to the in-network processing path. As
for tree-based in-network processing, we directly use
SPT as the baseline.

Fig. 5 compares the performance between the baseline
schemes and the proposed routing schemes. It can be
seen, the proposed schemes generally far outperform
the baseline schemes, for various cases of lossless in-
network processing. In the following, we further give
an extensive comparison between the proposed routing
schemes at different network and computation condi-
tions. We find that, the proposed schemes perform well
at certain conditions. This helps us to appropriately
select the routing scheme according to a given network
and computation condition of the lossless in-network
processing in practice.

5.2 Simulations for chain-based in-network pro-
cessing

Fig. 6 shows the simulation results of S-TSP and CC-
TSP at different network and computation conditions.
According to Fig. 6 (a)(b), we find that S-TSP always
has lower total transmission cost than CC-TSP. And, the
advantage of S-TSP becomes more prominent in sparse
network (with lower transmission range) or large-scale
network.

Fig. 7 shows the simulation results of DS-TSP and CC-
TSP. According to Fig. 7 (a)(b), CC-TSP outperforms DS-
TSP in most cases, especially when x has similar size
to s or the network scale is large. However, we notice
that, smaller network scale will mitigate the performance
gap between DS-TSP and CC-TSP. Moreover, when |x| is
much smaller than |s| and the network density is high,
DS-TSP could lead to lower total transmission cost than
CC-TSP.

Fig. 8 shows the simulation results of SP-TSP and
DSP-TSP. According to Fig. 8 (a), SP-TSP and DSP-TSP
perform well at different conditions, respectively. For
dense WSN and small increment of |s|, SP-TSP tends
to outperform DSP-TSP. However, when the density
decreases or the increment of |s| becomes large, DSP-
TSP has better performance than SP-TSP. According to
Fig. 8 (b), the comparison betwenn SP-TSP and DSP-TSP
becomes much sensitive to the increment of |s|. When
the increment of |s| is small, SP-TSP far outperforms
DSP-TSP in large scale network. However, when the
increment of |s| is large, DSP-TSP can far outperform
SP-TSP in large scale network.

5.3 Simulations for tree-based in-network process-
ing

Fig. 9 shows the comparison between LD-MST and CC-
MST. It can be seen, the performance of the two schemes
is almost the same at different conditions. Generally, CC-
MST performs a little better than LD-MST. In addition,
we notice that the performance of the two schemes is
independent of the network density.

Fig. 10 shows the comparison between DS-MST and
CC-MST. It can be seen, DS-MST and CC-MST perform
well at different conditions, respectively. For small |x|,
DS-MST tends to outperform CC-MST. However, when
|x| becomes close to |s|, CC-MST has better performance
than DS-MST. The comparison result is independent
of the network density. According to Fig. 10 (b), DS-
MST outperforms CC-MST when |x| is much smaller
than |s|, no matter how large the network scale is.
However, when |x| is close to |s|, CC-MST will has better
performance than DS-MST. That is say, the comparison
result is also independent of the network scale.

Fig. 11 shows the comparison between DS-SLT and
CC-SPT. It can be seen, the comparison between DS-
SLT and CC-SPT is a little similar to that between DS-
MST and CC-MST. For small initial size of s, DS-SLT
tends to outperform CC-SPT, no matter how large the
network density or network scale is. However, when the
initial size of s becomes close to |x|, CC-SPT has better
performance than DS-SLT.

To sum up, the performance of the proposed
computation-constrained routing schemes much de-
pends on the network scale, density and relative sizes
for x and s. Different routing ideas perform well only at
certain conditions. We need to appropriately choose the
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(a) Chain case with |s| = c & |s| < |x|
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(b) Chain case with |s| = c & |s| ≥ |x|
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(c) Chain case with |s|++
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(d) Tree case with |s| = c & |s| < |x|
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(e) Tree case with |s| = c & |s| ≥ |x|
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(f) Tree case with |s|++

Fig. 5 Comparison between the baselines and the proposed schemes.

routing scheme according to the characteristics of both
the network and the computations.

In addition, it is worth mentioning that the compu-
tation cost of the routing schemes is also an impor-
tant issue. However, compared to the high-power data
transmission, the low-power computation is generally a
minor role in energy consumption in most cases, which
inspires many works (e.g., data aggregation) to employ
computation to reduce the data transmission. Since low-
er total transmission cost generally implies lower total
energy consumption, the comparison of transmission
cost among the routing schemes in this section, actually
also represents the comparison of energy consumption
among them.

Finally, we give a comparison between chain-based
routing and tree-based routing. As multiple intermediate
data can be processed together in tree-based routing,
the routes do not need to detour their way too much
as the chain-based path does. Hence, the end-to-end
delay of tree-based routes is surely lower than that of
chain-based routes. As for the transmission cost, with
less constraint on selecting destination nodes in the rout-
ing, tree-based routes generally have lower transmission
cost than chain-based routes, especially for the case of
the increasing intermediate data’s size. Only when the
intermediate data’ size is always smaller than that of
raw data, the chain-based routes may be possible to
have lower transmission cost than tree-based routes,
as the former may have less leaf nodes (i.e., less raw
data transmission). In addition, it should be noted that
tree-based partition pattern is not always feasible for a

centralized algorithm (e.g., LSE in [17]).

6 CONCLUSIONS

Lossless in-network processing is required in many do-
main specific monitoring applications of WSNs. This
paper gives a framework on lossless in-network pro-
cessing of a given complicated centralized algorithm in
resource-limited WSNs, with introducing some general
patterns on the computation partitioning. Constrained
by the patterns, a series of special routing algorithm-
s for different cases of the computation results’ sizes
and network parameters, are introduced and compared.
These routing algorithms can serve as guidelines not
only for efficient lossless in-network processing of the
practical engineering algorithms in applications of large
object monitoring and diagnosis with WSNs, but also for
distributed computing of big data in Internet.
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APPENDIX

For the case that |s| linearly increases with the in-
network processing (i.e., |sk| = C + k ∗ r) and initially
|s| = |x| (e.g., distributed computation of SVD [1]), we
formulate the problem of finding the optimal in-network
processing tree (denoted as OIT problem) as follows.
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Fig. 6 Performance of S-TSP and
CC-TSP w.r.t. different (a) density
and |s|/|x|; (b) scale and |s|/|x|.
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Fig. 7 Performance of DS-TSP and
CC-TSP w.r.t. different (a) density
and |x|/|s|; (b) scale and |x|/|s|.
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Fig. 8 Performance of SP-TSP and
DSP-TSP w.r.t. different (a) density
and r/|x|; (b) scale and r/|x|.

- Given: a network G = (V,E), where V is the set of nodes
and E is the set of edges between neighboring nodes.
Initially, each node has raw data with equal size C + r.

- Assume: either raw data or intermediate data can be
in-network processed by any node, and the processing
result’s size is C + (m+ 1)r, where m is the number of
descendant nodes sending data to the node.

- Objective: construct an optimal in-network processing
tree rooted by a given sink node, so as to minimize the
total transmission cost in G.

It can be seen, the OIT problem is a special case of
the traditional aggregation problems which have been
proved to be NP-hard [26] [27]. In the following, we
present a sub-optimal tree for OIT, with which the
transmission cost is no more than 1 +

√
2 times that of

the optimal tree.
Denote Topt = (V,E′) as the optimal in-network pro-

cessing tree for OIT problem, where E′ is the set of edges
in Topt. Let w(ei) as the weight of edge ei, and C + ri is
the size of data transmitted on ei, where ri = ki ∗ r (ki is
an integer). The total transmission cost of the in-network
processing on Topt can be denoted as:

Copt =
∑
ei∈E′

(C + ri)w(ei) (1)

We first give a lower bound on Copt as follows.

LEMMA 1. The cost of using an optimal in-network
processing tree for OIT problem is bounded from below by
Copt ≥ C · cMST + r · cSSP , where cMST is the cost of the
minimum spanning tree (MST) of all nodes in V (i.e., the
sum of all edges’ weights in MST), and cSSP is the sum of
the costs of all the shortest paths to the sink node.

Proof: According to Equation 1, we have:

Copt =
∑

ei∈E′

(C + ri)w(ei) = C ·
∑

ei∈E′

w(ei) +
∑

ei∈E′

ri · w(ei)

(2)

It can be seen, there are two parts of cost in Copt.
One is C ·

∑
ei∈E′ w(ei), and another is

∑
ei∈E′ ri ·w(ei).

Meanwhile,
∑

ei∈E′ w(ei) is the cost of Topt. Since Topt

contains all nodes in V , its cost must be no less than
cMST , i.e.,

∑
ei∈E′ w(ei) ≥ cMST .

In addition, according to the processing model, the
variant part of the data size, i.e., ri, is cumulated directly
during the in-network processing. Therefore,

∑
ei∈E′ ri ·

w(ei) is equivalent to the cost for that all sensor nodes
transmit their data with size r to the sink along Topt

without any processing. It is well known that, gathering
all nodes’ data to the sink without processing along a
shortest path tree will have the minimum cost. Hence,∑

ei∈E′ ri ·w(ei) must be no less than r · cSSP . Therefore,
the lemma follows immediately from what we have
proved.

Since finding Topt is NP-hard, we propose a sub-
optimal tree for OIT problem. In particular, we establish
a shallow light tree (SLT) [23] [30] with certain parameter
as the sub-optimal tree. SLT is a spanning tree that
balances the performance of the SPT (“shallow”) and
the MST (“light”). The basic idea of constructing SLT
is simple: conducting deep first searching (DFS) within
MST, if a node is becoming not “shallow” to the root, the
path from the node to the sink in MST will be replaced
by the path from the node to the sink in SPT. Metric for
“shallow” is defined as the ratio α of the distance from
the node to root in MST to that in SPT.
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Fig. 9 Performance of LD-MST
and CC-MST w.r.t. different (a) den-
sity and |s|/|x|; (b) scale and |s|/|x|.
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Fig. 10 Performance of DS-MST
and CC-MST w.r.t. different (a) den-
sity and |x|/|s|; (b) scale and |x|/|s|.
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Fig. 11 Performance of DS-SLT
and CC-SPT w.r.t. different (a) den-
sity and |x|/C; (b) scale and |x|/C.

To find the optimal SLT, we need to calculate the
optimal parameter α of SLT in a WSN with arbitrary
topology. According to [30], given a graph G = (V,E)
and a number α > 1, a SLT has the following two
properties:

• The distance between any node and the root in
the SLT is no more than α times the length of the
shortest path from that node to the root in G.

• The total cost of a SLT cSLT is no more than α+1
α−1

times that of the MST of the graph G;
Theorem 1. The cost of using a SLT with parameter α =

1 +
√
2 (denoted by SLT1+

√
2) for OIT problem is no more

than 1 +
√
2 times that of the optimal in-network processing

tree.
Proof: Since the variant part ri of the data size is

cumulated during the computation in SLT1+
√
2 while

the constant part C of the data size is maintained on
each edge in SLT1+

√
2, the total cost of using SLT1+

√
2

for OIT problem can be expressed as

CSLT (1+
√
2) = C · cSLT

1+
√

2
+

∑
ui∈V

r · path(ui, t)|SLT
1+

√
2

≤ C · 1 +
√
2 + 1

1 +
√
2− 1

cMST + r · (1 +
√
2)cSSP

= C · (1 +
√
2)cMST + r · (1 +

√
2)cSSP

≤ (1 +
√
2)Copt

(3)

Therefore, the theorem follows immediately from what
we have proved.

Note that, α = 1+
√
2 is not the optimal parameter for

SLT to minimize the transmission cost, considering the

arbitrary topology of the WSN. We expect to calculate
the optimal α based on the characteristic of the WSN’s
topology. According to Equation 3,

CSLTα ≤ C · α+ 1

α− 1
cMST + r · αcSSP (4)

Hence, the optimal parameter α∗ = 1 +
√
2C

r · cMST

cSSP
,

and CSLTα∗ ≤ CSLT1+
√

2
≤ (1 +

√
2)Copt.
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