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Abstract: In this paper, an enhanced backtracking search algorithm (so-called MBSA-LS) for 

parameter identification is proposed with two modifications: (1) modifying the mutation of original 

BSA considering the contribution of current best individual for accelerating convergence speed and 

(2) novelly incorporating an efficient differential evolution (DE) as local search for improving the

quality of population. The proposed MBSA-LS is first validated with better performance than the 

original BSA and some other typical state-of-the-art optimization algorithms on a benchmark of soil 

parameter identification in terms of effectiveness, efficiency and robustness. Then, the efficiency of 

the MBSA-LS is further illustrated by two representative cases: identifying soil parameters from 

both laboratory tests and field measurements. All comparisons demonstrate that the proposed 

MBSA-LS algorithm can give accurate results in a short time. Finally, to conveniently solve the 

problems of parameter identification, a practical tool ErosOpt for parameter identification is 

developed by integrating the proposed MBSA-LS and some other efficient algorithms for readers to 

conduct the parameter identification using optimisation algorithms.
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1 Introduction

An impressive variety of constitutive models have been developed for soils in geotechnical 

engineering. These range from linear-elastic, perfectly plastic models (such as the Mohr-Coulomb 

model), to nonlinear models (such as the nonlinear Mohr-Coulomb [1]), to critical-state-based 

advanced models (such as the modified cam-clay model [2]; the critical-state based nonlinear 

Mohr-Coulomb [1, 3, 4]; UH model [5-7]; the SANISAND model [8]; and the micromechanical 

models by Chang and Hicher [9] and Yin et al. [10-13]), to hypoplasticity models [14-17]. These 

have allowed for the garnering of increasingly accurate and reliable descriptions of the mechanical 

behaviours of soils, which has also resulted in complexities along with additional model parameters. 

Thus, more parameters are generally required to be determined before the model can be applied to 

the solving of engineering problems, which poses a considerable challenge for engineers. Therefore, 

an efficient procedure, in conjunction with a tool for parameter identification, would be extremely 

useful. 

Yin et al [18] distinguished three approaches: analytical methods, empirical correlations, and 

optimisation methods to determine soil parameters based on experimental data. Among these 

techniques, the inverse analysis by optimisation has been successfully used in the geotechnical area 

[3, 18-25] because it produces a relatively objective determination of the parameters for an adopted 

soil model, even for those that have no direct physical meaning. The existing optimisation techniques 

can be divided into two categories: (1) deterministic optimisation techniques; and (2) stochastic 

optimisation techniques. Deterministic optimisation techniques, such as gradient-based algorithms 

and simplex [19, 26], work with a single solution and are local minimiser in nature because they 

begin the search procedure with a guess solution (often chosen randomly in the search space), and if 

this guess solution is not close enough to the global minimum solution, it is likely to be trapped in 

the local minimum solution. Most of the deterministic optimisation techniques are designed to solve 

a particular class of optimisation problem. On the other hand, stochastic optimisation techniques 

such as evolutionary algorithms [27], simulated annealing [28], particle swarm optimisation [29] can 

guarantee an optimal global solution, although it rely heavily on computational power. The speed 

and accuracy are two important aspects of performance for optimisation algorithm used in parameter 
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identification. However, the development of computational techniques, such as distributed parallel 

computing, can reduce the computational time. Therefore, a fast and efficient optimisation algorithm 

for parameter identification is required in geotechnical engineering. 

Although optimisation-based procedures are highly effective for solving parameter 

identification problems, the writing of a computer programme for implementing the sophisticated 

algorithms according to user needs requires certain programming expertise, not to mention 

considerable time and effort. Because of the tedious nature of this task, the use of an optimisation 

tool is more advantageous and attractive. To date, various kinds of optimisation-based tools have 

been developed. These offer an object-oriented design for evaluating E	���� functions using a variety 

of optimisation algorithms, which are written against the framework of Java (e.g., Evolvica[30], 

JCLEC[31], jMetal[32]), C#(e.g., MOEAT[33]) or MATLAB (e.g., YALMIP[34]). However, among 

these tools, the identification of soil parameters has not received any attention. Therefore, a case can 

be made for the development of a tool offering a powerful environment for various kinds of 

parameter identification, so that engineers can apply it to solve a range of engineering problems 

without the need to reproduce its model of operation, which is also a challenge for them.

In this paper, the methodology of optimisation-based parameter identification is first briefly 

introduced. Then, an enhanced backtracking search algorithm (BSA) with DE-based local search 

(MBSA-LS) is proposed and examined. Subsequently, the carrying of two cases of parameter 

identification is recounted. Finally, the development of an optimisation-based parameter 

identification tool (ErosOpt) with efficient optimisation algorithms for geotechnical engineering is 

described. 

2 Methodology of optimisation-based parameter identification

The mathematical procedure of optimisation essentially consists of three parts: (a) an 

identification procedure having a clear structure; (b) the formulation of an error function to measure 

the difference between model responses and experimental results; and (c) the selection of an 

optimisation strategy to enable a search for the minimum of this error function. 

Page 6 of 60

http://mc.manuscriptcentral.com/nag

International Journal for Numerical and Analytical Methods in Geomechanics

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

4

2.1 Procedure of parameter identification

To ensure successful parameter identification, a procedure that has a clear structure is both 

necessary and important. The aim of such a procedure is to define the error function as well as the 

search strategy. Therefore, the procedure should be defined before the optimisation is conducted. Fig. 

1 shows the flowchart of the optimisation-based parameter identification. 

2.2 Formulation of an error function

For the optimisation problem of identifying the parameters of constitutive models based on 

experimental or observed data, the parameters of the constitutive model in question play the role of 

the variables to be optimized. Theoretically, more reliable model parameters can be obtained if a 

range of qualitatively different experimental tests from form the database for the optimisation. To 

carry out an inverse analysis, a function that can evaluate the error between the experimental and 

numerical results, so-called error function or fitness function (see Fig. 2), must be defined before 

being minimised. 

To render the error independent of the type of test and the number of measurement points, an 

advanced error function can be adopted with two modifications of 100 percentage and of adding 

weight to each calculation point (Levasseur et al. [20]). The average difference between the 

measured and simulated results is expressed in the form of the least square method,

 (1)� �
2

exp

1 exp

1
Error 100

i iN
num

i i
i

U U
x w

N U�

� ��
� 	
 �
 �

� 

�

where wi is the weight for the calculation at point i. 

Generally, deformation and stress are two extremely important indicators of the mechanical 

behaviour of soils. For the identification of soil parameters, the error function should involve both. 

Therefore, the generalised individual error function can be expressed as follows:

 (2)� � � �min Error( ) min Error(stress),  Error(deformation)x �

For mono-objective problems, the total error function is expressed as:
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 (3)� � � �� �
i 1

Error_total = Error
Num

i i
x l x

�

��

where Num is the number of the individual errors (e.g. Num=2 for selecting the void ratio and 

deviatoric stress); and is the value of the individual error corresponding to the objective i. � �Error
i

x

li is the weight factor with K:li) = 1. Generally, the li is suggested to 1/Num for a trade-off between 

different objective experiments. Finally, the set of parameters with the lowest error value can be 

selected as optimal. 

2.3 Selection of the search strategy

The solution to an optimisation problem is a vector x0 which, for any xl�x�xu, satisfies the 

following condition, which is a global minimum:

 (4)� � � �0f x f x�

where f is the error function, and in this study the f(x) is represented by � �Error_total x

To obtain a more accurate choice, a highly efficient optimisation method, with the ability to 

search for a global minimum, should be adopted. Due the complexity of parameter identification for 

soil constitutive models, the original stochastic optimisation methods (such as genetic algorithm (GA) 

and differential evolution algorithm (DE)) cannot fully applicable apply so that some modifications 

on specific optimisation operators should be performed. Coincidentally, the authors have some 

experiences on the performance improvement of various optimisation methods in geotechnical 

engineering [1, 3, 18, 19, 21, 25, 35], which is the primary base for developing an a practical 

platform. To develop a more efficient algorithm, the basic backtracking search algorithm proposed 

by Civicioglu [36] was enhanced by modifying mutation and implementing an a novel local search.

3 Enhancements of backtracking search optimisation

3.1 Basic backtracking search optimisation

The backtracking search optimisation (BSA) is a population-based evolutionary algorithm (EA). 

It contains E�� processes: initialisation, selection-I, mutation, crossover, and selection-II. For any 
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evolutionary algorithm, a population of candidate solutions (called individuals) to an optimization 

problem is evolved towards better solutions. Traditionally, solutions are represented in real number 

(such as model parameters in Jin et al. [35]), but other encodings are also possible. The evolution is 

an iterative process usually starting from a randomly generated population and this population in 

each iteration is also called a generation. In each generation, the fitness of each individual is 

evaluated, in which the fitness is usually the value of the error function. Better individuals are 

stochastically selected according to the value of fitness from the current population, and some of 

them are probably modified (e.g., recombined and mutated according to the operation probability) to 

form a new generation. The new generation is then used in the next iteration of the algorithm. 

Commonly, the algorithm terminates when either a pre-defined maximum number of generation has 

been reached, or a satisfactory fitness level has been achieved. 

A detailed description of the BSA can be found in [36]. The MATLAB code of basic BSA can 

be found in http://www.pinarcivicioglu.com/bsa.html. Here, we 9���M� describe the E�� steps of the 

basic BSA.

Step 1: Initialisation. The evolution population  and the history population (old population,ijP

) are randomly initialised, as follows: ijoldP

 (5)� �ij j j jP low rand up low� � � �

 (6)� �ij j j joldP low rand up low� � � �

where rand is a uniform distribution function within [0, 1], i=1, 2 , · · · , N, and N is the size of 

population, j=1, 2, · · · , D, and D is the dimensionality of the space of variables. The quantities lowj 

and upj are the lower and upper boundaries of variables. 

Step 2: Selection-I. In the beginning of each iteration, the history population oldP is ����E��� 

through Eq.(7), and then the order of the individuals in oldP is randomly changed by Eq.(8).

 (7)
� �� �,       if ,  :  0,1

,  otherwise

P a b a b U
oldP

oldP

� ��
� �
��
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 (8)� �oldP permuting oldP�

where a and b are two uniformly distributed random numbers between 0 and 1, and permuting 

function is a random shu�ing function used to a randomly selected previous generation as the 

historical population. 

Steps 3-4: Mutation and crossover. The mutant individuals are generated by the historical 

individuals and current individuals as shown in Eq. (9). Then, the crossover operator is conducted by 

Eq. (10). A binary integer-valued matrix (map) of size N×D guides the crossover directions of BSA 

algorithm. The value of map is controlled by the mixrate parameter that is the only control parameter 

should be determined in BSA, the details can be found in [36]. 

 (9)� �M P F oldP P� � � �

 (10)
ij

ij

,   if =1

,  if =0

ij

ij

ij

P map
V

M map

��
� �
��

where F is a scale factor which controls the amplitude of the search direction matrix, and its value is 

commonly set to 3×randn, where randn�N (0, 1). Vij is the value of the jth variable for the ith trial 

individual. 

Step 5: Selection-II. At this step, the population of the next generation  is generated new

iP

according to a greedy selection mechanism. As shown in Eq.(11), Vi is accepted if it provides a better 

function value than Pi considering the minimum problem.

 (11)
� � � �,   if  

,  otherwise

i i inew

i

i

V f V f P
P

P

���
� �
��

Then, Steps 2�5 are continually performed until the termination criterion is ��	��E��( Fig. 3(a) 

shows the flowchart of basic BSA. 

3.2 Motivation of improvement for optimisation algorithm

Exploitation and exploration are key search mechanisms in solving complex optimisation 

problems. Numerous optimisation cases [37-44] have demonstrated that basic BSA has a strong 
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ability of exploration because of its mutation and crossover strategies, which the better or worse 

individuals have the same probability to be selected. However, the poor exploitation of basic BSA is 

also due to the strategies, leading to the problems of slow convergence speed and low search 

precision. Thus, the motivation of this study is to improve the convergence speed while ensuring the 

exploration ability of basic BSA for parameter identification in geotechnical engineering.

In the search process of basic BSA, the mutation operation plays a �����E���	 role in generating 

new individuals. However, only the historical population information is used to guide the search, and 

the information of the best individual of current population is ignored. Practice has shown that 

considering the best individual can improve the convergence speed and increase the exploitation 

capability of the algorithm [18, 45]. Furthermore, the local search can also accelerate the 

convergence speed to improve the ability of exploitation. 

In this study, a 
���E�� backtracking search optimisation algorithm with a novel local search 

(MBSA-LS) is proposed. The proposed MBSA-LS algorithm considers the contribution of the 

current best individual in convergence speed and adopts a novel differential evolution (DE)-based 

local search to further ��E�� the quality of current population. During the optimisation process, the 

local search could accelerate the convergence speed, but could easily be trapped in the local 

minimum. On the other hand, the basic BSA process can overcome the local minimum problem due 

to its strong exploration ability. Therefore, the advantages of each process are obtained through this 

hybrid strategy, resulting in better optimisation performance. 

3.3 Modification 1: enhanced backtracking search algorithm

The mutation operation of basic BSA is modified by considering the current best individual as 

follows,

 (12)� � � �M P F oldP P F pbest P� � � � � � �

where the pbest is the current best individual; F is a uniformly distributed random number within 

[0.3, 1.0], which is different from the F using in basic BSA [36] and the F in other similar algorithms 

that consider the best individual in the mutation [38, 39, 43]. 
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Furthermore, the mixrate of the ith individual proposed by Nama et al. [43] is adopted to 

improve the performance of crossover as follows, 

 (13)� �� �mixrate 0.5 1 0,1rand� � �

Through the proposed mutation, some individuals are devoted to improving the population 

diversity by learning from the historical population, while other individuals are focused on enhancing 

the convergence speed via learning from the best individual in current population. Consequently, the 

performance of algorithm is enhanced with both considerations of the exploration and exploitation 

abilities. 

3.4 Modification 2: implementation of DE-based local search

To further ��E�� the quality of current population, an elite method using the differential 

evolution as local search is introduced. The DE-based local search aims to E�� the better solution 

around the current best individual, which is performed after the BSA stage. The mutation strategy is 

presented as follows,

 (14)� � � �, , 1 2 3 40.5 0.5new new new new new

DE i best i r r r rP P P P P P� � � � � � �

where the indices r1, r2, r3 and r4 are distinct integers uniformly chosen from the set ; � �1,  2,  ...,  N

and are two difference vectors to mutate the corresponding parent ; � �1 2

new new

r rP P� � �3 4

new new

r rP P� ,

new

best iP

is the best individual in the current generation i, which is randomly chosen as one of the top ,

new

best iP

10% individuals in the current population obtained by Selection-II of BSA. It is obviously seen that 

the DE-based local search presented in Eq.(14) is employed to generate new individuals  ,DE iP

around the best individual. 

After mutation, a binomial crossover operation forms the E��� trial/offspring vector 

 (15)� �
� � � �

,

DE ,
,

,  if rand 0,1  or 

,  otherwise

DE randi jnew

i j
i j

P CR j j
P

� ���
� �
��x

where rand(a, b) is a uniform random number in the interval [a, b] and is independently generated 

for each j and each i; jrand=randint (1, D) is an integer randomly chosen from 1 to D and is newly 

Page 12 of 60

http://mc.manuscriptcentral.com/nag

International Journal for Numerical and Analytical Methods in Geomechanics

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

10

generated for each i, D being the dimension of the problem; the crossover probability CR�[0, 1] 

corresponds roughly to the average fraction of the vector components that are inherited from the 

mutation vector; CR=0.9 was taken in this study. 

In order to avoid a rapid loss of diversity, a competition between parents and children with 

elitism strategy is adopted to perform the selection III. In the selection, 10% of individuals with the 

highest fitness are selected from the parents and children to survive to the next generation. The 

remainders are chosen by tournament selection from the mating pool composed of parents and 

children apart from the 10% individuals. 

3.5 Framework and pseudo code of the enhanced MBSA-LS

Based on aforementioned descriptions, the pseudo code of MBSA-LS is summarized in 

Algorithm 1 and the M� ����	 of MBSA-LS is shown in Fig. 3(b). It can be observed that the 

proposed MBSA-LS retains the simple structure as that of basic BSA apart from the implementation 

of local search and the selection III.

Algorithm 1. Pseudo code of MBSA-LS

1. Initialise population size and maximum number of iterations;

2. Initialise the current and historical populations using Eqs.(5) and (6) for P and oldP;

3. Evaluate the errors of all individuals in the current population P;

4. iter=0;

5. For iter=1:Max_iter

6. Perform selection-I using Eqs.(7) and (8) to form the historical population oldP;

7. Find the best individual from the current population;

8. Perform the new mutation using Eq.(12) to generate the trial population M;

9. Perform the crossover using Eq.(10) to generate the trial population V;

10. Check the Boundary for each trial individual

11. Evaluate the errors of trial population V;

12. Implement greedy selection-II using Eq.(11) to remain the better individual ;newP

13. Perform DE-based local search to generate new offspring ;DE

newP
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14. Perform the competition between and P to generate the new P for next iteration;DE

newP

15. End For

3.6 Evaluation of performance

To test the performance of MBSA-LS for identifying parameters of constitutive models, several 

parameter identifications from synthetic test data were carried out. Note that the purpose of using 

synthetic test data as the objective is to facilitate a fair comparison due to the known of optima. To 

illustrate the effectiveness of MBSA-LS, five state-of-the-art algorithms (Genetic algorithm�GA 

[46], Differential evolution�DE [47], Particle Swarm Optimisation�PSO [48], Simulated 

Annealing�SA [49], Artificial Bee Colony�ABC [50]), the Whale Optimisation Algorithm�WOA 

[51], the basic BSA, the NMGA [21] and NMDE [18] were used as comparison algorithms. The 

MATLAB codes of the used state-of-the-art algorithms can be freely downloaded on 

www.yarpiz.com. The source codes of WOA are publicly available at 

http://www.alimirjalili.com/WOA.html. The performance of all adopted algorithms is tested on the 

following case: Identifying parameters of SIMSAND model (see Appendix II for a brief introduction) 

from synthetic test data.

All of the calculations were conducted on the same machine with an Intel (R) Core (TM) 

i7-6800K CPU @3.40 GHZ, RAM 16 GB, and Windows 10 64 bit operating system, with MATLAB 

2017b. All calculations run in a parallel environment in MATLAB with SPMD technique, as shown 

in Appendix-I. The population size (popsize) should be multiple of the number of workers 

(n_workers=12 for this study, where two workers means one CPU core), and the population size was 

set to 48 for this case. The sensitivity of the number of population size was carried out and is shown 

in details in the following section. The maximal number of iterations was used as the stopping 

criterion for all algorithms. In this experiment, the maximal number of iterations was 200 for all 

calculations. The settings of all used algorithms are summarized in Table 1.

To generate the synthetic tests, the SIMSAND model proposed by Jin et al. [1, 3, 4, 21, 24, 52, 

53] and a set of typical parameters of were adopted, as summarized in Table 1. Fig. 4 shows the 

illustration of synthetic test data generated by SIMSAND. Using these values, three synthetic drained 
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triaxial tests (e0=0.6 and p'0=800 kPa, e0=0.7 and p'0=200 kPa, e0=0.8 and p'0=25 kPa) were 

computed. According to Jin et al. [1], tests with wider range of confining stress involved in 

parameter identification would be helpful on finding the accurate critical state line (CSL). The results 

of three synthetic drained tests are shown in Fig. 5. 

The bounds of all parameters are also summarized in Table 2. In this case, the Poisson�s ratio �, 

bulk modulus K0 and nonlinear elasticity parameter n were fixed. The remaining parameters of 

SIMSAND were identified using the parameter identification, adopting MBSA-LS and other 

state-of-the-art algorithms, respectively.

The optimal parameters obtained by different algorithms are summarized in Table 2. It can be 

seen that the MBSA-LS can accurately find the pre-set optimal parameters while other algorithms 

can�t find the pre-set optimal solution, which demonstrate a high effectiveness of MBSA-LS. With 

respect to the convergence speed, Fig. 6 shows the comparison of evolution for different algorithms. 

Obviously, the MBSA-LS has the fastest convergence speed compared to other algorithms, which 

indicates a high efficiency of MBSA-LS. Table 3 summarises the calculation time for different 

optimisation algorithms. The calculation time for other algorithms is normalised by that of the 

MBSA-LS algorithm, as shown in Fig. 7. Apart from DE, BSA and WOA, all other algorithms take 

longer calculation time than the MBSA-LS. Note that the MBSA-LS combines the BSA and DE in a 

series connection, the longer calculation time of MBSA-LS than DE and BSA is reasonable, but the 

performance of MBSA-LS is much better than DE and BSA and also WOA. Therefore, the proposed 

MBSA-LS outperformed the other nine algorithms in terms of accuracy (effectiveness) and 

convergence speed (efficiency) on parameter identification. 

3.7 Sensitivity of size of population

It is a general consensus that the convergence of optimization becomes faster with the increase 

of the number of population size. For a given optimization algorithm, the amount of population size 

evaluates its efficiency. A good optimization algorithm can give an accurate solution with a small 

population within a few generations. Therefore, to highlight the performance of MBSA-LS, a 

sensitivity analysis for the size of population for different optimizations was carried out and 
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compared. According to the preliminary results, the SA, ABC, GA, NMDE and NMGA with poor 

performance of effectiveness and efficiency were discarded in the following comparison. 

For the MBSA-LS, the population size decreases from 48 to 12 at an interval 12 due to the 

n_works=12. For BSA, DE and WOA, the population size increases from 48 to 72 at an interval 12. 

The number of generation for all calculations is 200. Other settings for all involved algorithms are 

also presented in Table 1. As shown in Fig. 8, it can be found that a relatively more accurate result is 

obtained by MBSA-LS with a smaller population (popsize=24 and 36) than others. In contrast, the 

results are still very poor for DE, original BSA and WOA regardless of increasing the population. All 

comparisons demonstrate that the proposed MBSA-LS can give an accurate solution even if the 

population is small with saving computational cost, which apparently indicates the robustness of 

MBSA-LS. 

Overall, the proposed MBSA-LS has not only the outstanding performance in terms of 

effectiveness and efficiency but also the robustness for parameter identification in geotechnical 

engineering. 

4 Representative cases

In this section, two representative cases of parameter identification were selected to examine the 

performance of optimisation algorithms. For each case, the MBSA-LS is adopted and compared to 

results by nine typical algorithms (GA, DE, PSO, SA, ABC, WOA, BSA, NMGA and NMDE). The 

settings of all compared algorithms are summarized in Table 1. 

4.1 Case 1: Identifying parameters of sand from laboratory tests

The tests selected for this case were triaxial tests conducted on Hostun sand by Liu et al. [54] 

and Li et al. [55]. In the optimisation, three triaxial tests (two drained tests p'0=100 kPa, e0=0.849; 

p'0=200 kPa, e0=0.832 and one undrained test p'0=200 kPa, e0=0.73;) were selected as the objective 

in the optimisation. All tests were isotropically consolidated to the corresponding consolidation 

pressure before shearing. 

Page 16 of 60

http://mc.manuscriptcentral.com/nag

International Journal for Numerical and Analytical Methods in Geomechanics

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

14

The adopted soil model was SIMSAND. A typical value for Poisson�s ratio, ������ can be 

assumed. Apart from the elasticity parameters (K0=45 and  ���!), which can be easily obtained from 

the compression curves [3, 4], the other parameters��"�', eref, #��$�� Ad, nd, kp and np) were funnelled 

into the optimisation procedure without considering the grain breakage. The intervals of the 

parameters given in Table 4 were much larger than those corresponding to the typical values. 

For all algorithms, the initial population size is set to 48 and the number of generations was set 

to 100. Fig. 9 shows the evolution of the minimum objective error with the increasing number of 

generations for all used algorithms. This indicates that the MBSA-LS as well as NMGA and NMDE 

perform well in parameter identification, with rapid convergence and low objective error, compared 

to other state-of-the-art algorithms. All obtained parameters for said sand are summarised in Table 5. 

Fig. 10 displays the comparison between the objectives and simulations. Good agreement between 

the two demonstrates that the developed MBSA-LS is efficient in parameter identification. Note that 

the obtained parameters obtained by NMDE and NMGA are almost the same to as that obtained by 

MBSA-LS, which also indicates the high efficiency of NMDE and NMGA. However, according to 

the computational time shown in Fig. 11, the proposed MBSA-LS is superior to NMDE and NMGA. 

Furthermore, the simulations demonstrate that SIMSAND is able to capture the mechanical 

behaviours of sand (including critical state, contraction and dilatancy). Therefore, the proposed 

MBSA-LS has been proven effective in identifying soil parameters from laboratory tests.

4.2 Case 2: Identifying parameters of soft clay from field tests

Two self-boring pressuremeter (SBP) tests performed in the Burswood Peninsula site at a depth 

of 5.25 m by Lee and Fahey [56] were selected as the objectives. A 2D model, with boundaries in an 

axisymmetric condition to simulate the pressuremeter, was created in ABAQUS, as shown in Fig. 12. 

This was consistently consistent with the field tests. The upper and bottom sides were only fixed for 

vertical displacement, while the right side was fixed for horizontal displacement. The loading could 

then be generated by applying horizontal displacement at the left side. Therefore, the horizontal 

displacement had its biggest value at the left side and gradually decreased to zero as it reached the 

right side. A total of 240, 4-node reduced-integration elements (CAX4R), were used to simulate the 
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soil. The same displacement as seen in a typical field test was applied, and at each step, the same 

displacement increment was applied.

For the two tests, the expansion phase was conducted at two different rates up to around 10 % 

of the cavity strain: 0.167 %/s and 0.0185 %/s respectively. The effective vertical stress %Xv0 was 31 

kPa and the lateral earth coefficient K0 was 0.9. The water pore pressure was 38.8 kPa. In this case, 

the elasto-viscoplastic model �ANICREEP� was adopted to simulate the rate-dependency behaviour 

of soft clay. To focus on identifying the rate-dependent parameters, the initial void ratio, e0, the 

swelling index, &,�and the compression index, #, with the permeability (k=3.3×10-9 m/s) measured 

from oedometer tests by Lee and Fahey [56] were given in the optimisation procedure. The Poisson�s 

ratio � was assumed to be 0.3, which can be considered as a typical value assuming ideally 

elastic-perfectly plastic Mohr�Coulomb (MC) model. The other parameters (M, %<p0 and C'e) were 

determined by the proposed algorithm. The intervals of parameters given in Table 6are much larger 

than those corresponding to typical values. 

For all algorithms, the population size is set to 30 and the number of generations was set at 50. 

Other settings for all optimization algorithms were kept as default values shown in Table 1. Fig. 13 

shows the evolution of minimum objective error with the increasing number of generations for all 

used algorithms. Compared to the state-of-the-art algorithms, rapid convergence with low objective 

error for MBSA-LS as well as NMGA and NMDE is found, indicating a high efficiency of such 

algorithms. Fig. 14 shows the consumed calculation time for three outstanding algorithms. Among 

them, the MBSA-LS takes the shortest time, which highlights a high efficiency of MBSA-LS. 

The obtained optimal parameters of ANICREEP are summarized in Table 7. Fig. 15 compares 

the measured and predicted results using the parameters by MBSA-LS for the SBP tests. The 

identified M (�1.70) and %<p0 (ranging from 57.0 to 57.6 kPa) by MBSA-LS were close to values 

measured by Low[57]. The identified parameter C'e ranging from 0.0199 to 0.021 was close to 

experimentally estimated C'e=0.020 gained by Low[57] based on the strain-rate dependency 

parameter ( = 0.055 of Burswood clay using the unified formulation of Yin et al. [58, 59]. Thus, the 

proposed MBSA-LS has proven its effectiveness for identifying soil parameters from field tests. 
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5 Development of ErosOpt tool for parameter identification in practice

In order to conveniently solve the problems of parameter identification in geotechnical 

engineering, ErosOpt, a practically useful tool is developed. ErosOpt makes it easy to specify and 

solve geotechnical optimization problems without expert knowledge, and at the same time it allows 

experts to implement advanced algorithmic techniques or advanced constitutive models. The 

distinguishing features of ErosOpt are presented in the following sections.

5.1 Mixed-language programming

Fig. 16 shows a schematic overview of the mixed-language programming for ErosOpt. The tool 

was programmed using an admixture of Microsoft Visual C#, MATLAB and FORTRAN. The 

graphical user interface of ErosOpt was programmed in C#, the post-processing (for plotting figures, 

exporting the results and reading the help documentation) was realised using MATLAB, and the 

constitutive models were programmed in FORTRAN. All MATLAB files were built as dynamic 

library files (*.dll) under the .NET Framework 4.0. The version used was MATLAB 2016b.

5.2 Parallelization

The parameter identification using optimisation method always requires numerous simulation 

runs. For large-order computational models, the computational demands involved in the fitness 

calculation are excessive, sometimes to the point of being unacceptable when tracking large 

geotechnical engineering. ErosOpt is developed for large number of parameter identification with a 

parallelized implementation with the SPMD (Single Program/Multiple Data) technique using 

MATLAB. The SPMD technique is computationally efficient when the computational time for a 

fitness evaluation is the same independent of the location of sample in the parameter space. The 

details of the implementation of parallel computing using SPMD technique are presented in 

Appendix-I. 

5.3 Architecture of ErosOpt

The general structure of ErosOpt is shown in Fig. 17 and the three main features are 

summarised in this section.

5.3.1 Dealing with various parameter identification problems
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Three common types of parameter identification problem are covered by ErosOpt: (1) 

identification of parameters based on the results of laboratory tests; (2) identification of parameters 

based on the results of in-situ tests; (3) identification of parameters based on field measurements. All 

test or monitoring results can be imported into ErosOpt from the Excel file (*.xlxs) at a fixed format. 

The user should prepare the measured data according to the stated format before saving them as an 

Excel file.

5.3.2 Provision of a variety of constitutive models of soils

In ErosOpt, a total of five soil constitutive models (NLMC, MCC, SIMSAND, ASCM and 

ANICREEP) are provided, which covers most commonly adopted mechanical models of soils. Other 

advanced soil models will be available in the next version of ErosOpt. The presented soil models are 

briefly described in Appendix-II. To improve the extensibility of the proposed tool, the user-defined 

material (UMAT) is supported, which allows the user to implement other soil models in ErosOpt. 

5.3.3 Provision of various efficient optimisation algorithms

Apart from the proposed MBSA-LS, the ErosOpt also provides three existing efficient 

optimisers: (1) the Nelder-Mead simplex (NMS) proposed by [26]; (2) the genetic algorithm 

enhanced by NMS, named �NMGA� for simplicity proposed by the authors [21]; and (3) the 

differential evolution (DE) algorithm enhanced by NMS, and named �NMDE� for simplicity also 

proposed by the authors [18]. All these algorithms can be found in Appendix-III and can be used to 

effectively solve the parameter identification problems. The performances of the adopted algorithms 

have been already validated [18, 21]. Although the NMS algorithm has drawback in guaranteeing the 

global minima, the convergence speed of NMS algorithm is fast so that it can be very effective for 

low-dimensional problems [18]. 

5.4 Graphical user interface and usage instructions

Fig. 18 shows the main interface of ErosOpt, which is divided into three zones: the Navigation 

pane, the Command pane and the Manipulation pane. The Navigation pane features a simple 

procedure with five modules, Problem, Soil model, Algorithm, Results and Report, which are aimed 

at guiding the user to solve problems. The Command pane boasts three commands that can help the 
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user to run and exit the ErosOpt or get help on how to use the programme. The usage of instructions 

for ErosOpt is shown in Fig. 19.

5.5 Advice on the choice of parameters for optimisation based identification

As demonstrated in previous two cases, the parameter identification from conventional tests (e.g. 

one oedometer or isotropic compression test and three drained or undrained triaxial tests) or from 

field tests (e.g. one oedometer test with PMT tests) is effective and efficient. To some extent, for a 

specific problem such as excavation, tunnelling, etc., it is suggested to conduct a sensitivity analysis 

first through which the most important parameters relating to key responses of the given problem can 

be determined [18]. This function has been integrated in the tool (see Fig.II-1).

6 Conclusions

An enhanced backtracking search optimisation with implementing DE-based local search 

(MBSA-LS) was proposed to improve the performance of parameter identification. The new 

MBSA-LS modifies the mutation of basic BSA by considering the contribution of the current best 

individual for accelerating the convergence speed, and integrates a different evolution (DE) based 

local search to further improve the quality of population. The outstanding performance of MBSA-LS 

was evaluated by conducting a typical case of parameter identification of an advanced soil model 

from synthetic data using different algorithms including seven additional state-of-the-art algorithms. 

All comparisons demonstrate that the enhanced MBSA-LS outperforms the other seven algorithms 

for parameter identification in terms of accuracy (effectiveness) and convergence speed (efficiency).

Then, two selected cases on typical problems surrounding the identification of soil parameters 

from both laboratory tests and field measurements were carried out, the outcome demonstrating that 

the proposed MBSA-LS is a highly efficient and ease of use algorithm in engineering practice for 

parameter identification. 

Finally, to make the optimization-based parameter identification practically useful, an 

optimisation-based parameter identification tool (ErosOpt) for geotechnical engineering was 

developed. The tool provides support for both research and teaching regarding the practice of 

optimisation methods in the fields of geomechanics and geotechnics. Simple and clear interfaces 
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enable great ease of use for engineers, while the friendly graphical interface help users to view and 

analyse results. The presented cases in this paper can be reproduced by the developed platform 

ErosOpt. 
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Appendix-I: Parallel computing using SPMD technique

Fig. I-1 shows the parallel computing strategy in parameter identification using the SPMD 

technique, where �Error_function� represents the user-defined cost function for computing the 

fitness; N_workers is the total number of computer workers (e.g., 8 for a 4-cores CPU) and 

�labindex� is the index of computer workers, automatically identified in MATLAB. Note that each 

worker can operate on one different data set or different portion of distributed data, and can 

communicate with other participating workers while performing the parallel computations. The 

entire calculation will be distributed among different computer workers according to the value of 

labindex. Note that the size of population N should be an integer multiple of the number of computer 

workers, N_workers, in parallel computation. 

Appendix-II: Brief introduction of constitutive models in ErosOpt

Fig. II-1 shows the GUI window of selecting the soil model in ErosOpt. The Nonlinear 

Mohr-Coulomb model (NLMC) was developed against the framework of Mohr-Coulomb, by 

implementing nonlinear elasticity, nonlinear plastic hardening, and a simplified 3D strength criterion 

(Jin et al.[1]). This model is similar to the shearing part of the Hardening Soil model (HS). 

Meanwhile, the Modified Cam-Clay model (MCC) was developed by researchers at the University of 

Cambridge based on the mechanical behaviour of remoulded clay (Roscoe & Burland [2]) and is 

widely used in geotechnical analysis. The critical-state-based SIMple SAND model (SIMSAND) 

was devised on the basis of the NLMC by implementing the critical state concept and the cap 

mechanism (Jin et al.[1, 3]). Elsewhere, the Anisotropic Structured Clay Model (ASCM) was 

developed using the MCC as its foundation and takes into account the behaviour of intact clays 

because of its natural structure (Yang et al.[60]). This model can be used to predict the mechanical 

behaviour of soft structured clay, stiff clay and artificial reinforced clay. The ANIsotropic CREEP 

model (ANICREEP) for natural soft clays was also based on the MCC, the overstress theory and the 

different time-dependent behaviours of natural soft clays (Yin et al. [59, 61, 62]). The ANICREEP 

can be applied to various natural soft clays, stiff clays and artificial soils. 
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The details for above constitutive models can be found in section 6.4~6.9 of ErosOpt manual 

which can be downloaded from this link: 

https://www.researchgate.net/publication/338233794_EROSOPT_User's_Guide_by_GeoInvention_

Studio?_sg=started_experiment_milestone

Appendix-III: Optimisation algorithms in ErosOpt

Fig. III-1 shows the GUI window of selecting the optimisation algorithm and assigning settings. 

Apart from the MBSA-LS, three other algorithms will be described following. 

(1) Nelder-Mead Simplex

The simplex algorithm is a nonlinear optimisation algorithm developed by Nelder and Mead [26] 

for minimising an objective function in a poly-dimensional space, which enables the adoption of a 

direct search strategy. The method uses the concept of a simplex, which is a polytope of N+1vertices 

in N dimensions, to find a locally optimal solution to a problem with N variables when the objective 

function varies monotonically. The NMS can change in E�� di	erent ways during iteration in two 

dimensions, as shown in Fig. III-2 and Fig. III-3. Said simplex can affect the best solution using a 

limited number of calculations. However, most direct search strategies, such as the gradient-based 

and simplex methods described herein, are only capable of searching for a local minimum. A 

possible solution to this problem is to start the search from different initial positions; if the local 

minimum remains the same, this is most likely also the global minimum. 

(2) Nelder-Mead GA (NMGA)

The NMGA was developed by Jin et al.[21]; the flow chart is shown in Fig. III-4. In NMGA, 

the NMS is used to accelerate the convergence speed. Before performing the crossover of the 

adopted RCGA, all the individuals are sorted based on their fitness values, and the best n+1 (n is the 

number of variables) individuals are selected to perform the NMS. Based on the results of the NMS, 

the best individual is updated and then recombined with the N-(n+1) remaining individuals to 

perform the RCGA crossover. The crossover used in the NMGA is the simulated binary crossover 

(SBX). To prevent the optimisation from converging on a local solution, a dynamic random mutation 

(DRM), developed by Chuang et al. [63], is adopted. In the surviving process, the elitism strategy 
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developed by Deb et al. [64] is adopted in the NMGA. The 10% of individuals with the highest 

fitness level are selected from the parents and children to survive into the next generation. The 

remainders are chosen by tournament selection from the mating pool composed of parents and 

children. The completion mechanism can help the NMGA to find better solutions.

(3) Nelder-Mead DE (NMDE)

The NMDE was developed by Yin et al.[18], its flow chart is shown in Fig. III-5. In the NMDE, 

to accelerate the convergence speed, the NMS is used. Before performing the DE mutation, all 

individuals are sorted based on their fitness value, and the best n+1 (n is the number of variables) is 

selected to perform the NMS. Based on the results of the NMS, the best individual is updated and 

then recombined with the N-(n+1) remaining individuals to perform the DE mutation. This process 

will be executed N times, resulting in a new population of N individuals. Then, the obtained 

population is applied to the crossover operation. To avoid a rapid loss of diversity, an elitism strategy 

is adopted when performing the selection, in which the 10% of individuals with the highest fitness 

are selected from the parents and children to survive to the next generation. The remainder are 

chosen by tournament selection from the mating pool composed of parents and children. The 

completion mechanism can help the NMDE to identify better solutions.
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Tables

Table 1 Parameter settings of the compared algorithms

Algorithms Settings

GA pc=0.7, pM=0.1, mu=0.1, Tournament selection, tour size=2

DE F=rand(0.4, 0.95), CR=0.9;

PSO w=1.0, damp ratio of w is 0.99, c1=1.5; c2=2.0

SA T0=0.1, '=0.99, nmove=5, mu=0.5

ABC Onlooker number=N, L=round(0.6*D*N); a=1; 

WOA No hyper parameters

BSA mixrate=0.9

NMDE F=rand(0.4, 0.95), CR=0.9;

NMGA pc=0.7, pM=0.05, mu=0.1, Tournament selection, tour size=2

MBSA-LS F=rand(0.3, 1.0), mixrate=0.5*(1+rand), CR=0.9

Note: pc: crossover probability in GA; pM: mutate probability in GA; mu: mutate rate; nmove: number of neighbours 

per Individual; L: abandonment limit parameter; a: upper bound of acceleration coefficient; w: inertia weight; c1: 

personal learning coefficient; c2: global learning coefficient

Table 2 Identification results of SIMSAND from synthetic data and the bounds used in the calculation

Fixed parameters Optimized parameters Error
Parameters

� K0 n eref # $ ") kp Ad np nd -

Upper bound 1.5 0.1 1.0 50 0.01 5.0 0.1 0.1 -

Lower bound
- - -

0.5 0.001 0.01 20 0.0001 0.5 10.0 10.0 -

Pre-set value 0.750 0.03 0.60 30.0 0.003 1.0 2.0 2.0 -

GA 0.786 0.0739 0.351 30.25 0.00406 0.766 2.379 3.927 5.61

DE 0.749 0.0280 0.624 30.29 0.00379 0.855 1.708 2.829 1.68

PSO 0.759 0.0390 0.533 30.02 0.00323 0.972 2.146 2.175 0.81

SA 0.782 0.0625 0.418 30.03 0.00348 0.944 2.324 2.268 2.42

ABC 0.778 0.0580 0.460 29.80 0.00441 1.000 3.400 2.700 3.77

WOA 0.817 0.0989 0.363 30.99 0.01069 1.942 4.921 7.585 15.7

BSA 0.713 0.0019 1.000 30.10 0.00215 0.673 0.665 1.809 7.38

NMDE 0.754 0.0034 0.570 30.00 0.0031 1.000 2.100 2.100 0.45

NMGA 0.738 0.0019 0.720 29.80 0.0017 1.400 1.400 1.000 2.30

MBSA-LS

0.2 100 0.6

0.750 0.0300 0.600 30.00 0.00300 1.000 2.000 2.000 0.00
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Table 3 Comparison of time cost for different optimisation algorithms (popsize=48)

Algorithms

GA DE PSO SA ABC WOA BSA NMDE NMGA MBSA-LS
Calculation time / 

s
2215.9 809.8 2187.6 10583.3 6495.7 799.6 761.9 2898.7 2465.9 1537.4

Table 4 Search domain for different parameters of SIMSAND

Soil model SIMSAND

Parameters eref # $ ") kp Ad np nd

Lower bound 0.1 0.001 0.01 20 10-4 0.1 0.1 0.1

Upper bound 1 0.1 1.0 50 0.1 5 10 10

Table 5 Parameters of SIMSAND for Hostun sand

Fixed parameters Optimized parameters
Parameters

K0 � n eref # $ ") kp Ad np nd

GA 45 0.2 0.6 0.817 0.0980 0.610 29.56 0.0115 0.637 5.31 7.79

DE 45 0.2 0.6 0.785 0.0385 0.912 28.54 0.0063 0.929 1.22 7.07

PSO 45 0.2 0.6 0.795 0.0549 0.588 28.07 0.0030 2.010 3.56 0.31

SA 45 0.2 0.6 0.817 0.0820 0.422 28.22 0.0031 1.899 3.56 0.50

ABC 45 0.2 0.6 0.790 0.0370 0.700 29.30 0.0093 0.600 1.20 10.0

WOA 45 0.2 0.6 0.811 0.0851 0.010 29.13 0.0097 0.580 0.64 7.97

BSA 45 0.2 0.6 0.787 0.0430 0.690 29.21 0.0066 1.020 5.84 2.58

NMGA 45 0.2 0.6 0.829 0.0970 0.360 28.10 0.0026 2.200 3.60 0.0

NMDE 45 0.2 0.6 0.824 0.0900 0.390 28.10 0.0027 2.200 3.50 0.0

MBSA-LS 45 0.2 0.6 0.828 0.0941 0.390 28.04 0.0026 2.260 3.42 0.0

Table 6 Search domain for different parameters of ANICREEP

Parameters M %<p0 / kPa C'e

Lower bound 0.5 10 0.001

Upper bound 2.0 200 0.05

Page 31 of 60

http://mc.manuscriptcentral.com/nag

International Journal for Numerical and Analytical Methods in Geomechanics

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

29

Table 7 Values of ANICREEP model for Burswood clay 

Fixed parameters Optimized parameters 
Parameters

� e0 & # M %<p0 / kPa C'e

GA 0.3 2.8 0.036 0.40 1.631 65.4 0.0113

DE 0.3 2.8 0.036 0.40 1.628 63.0 0.0141

PSO 0.3 2.8 0.036 0.40 1.629 57.7 0.0197

SA 0.3 2.8 0.036 0.40 1.653 53.3 0.0255

ABC 0.3 2.8 0.036 0.40 1.620 60.0 0.0177

WOA 0.3 2.8 0.036 0.40 0.922 114.0 0.0042

BSA 0.3 2.8 0.036 0.40 1.595 60.3 0.0169

NMGA 0.3 2.8 0.036 0.40 1.700 57.5 0.0200

NMDE 0.3 2.8 0.036 0.40 1.710 57.0 0.0210

MBSA-LS 0.3 2.8 0.036 0.40 1.703 57.6 0.0199
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Figure captions

Fig. 1 Flowchart of optimisation based parameter identification procedure

Fig. 2 Definition of objective error

Fig. 3. Flowchart of (a) basic BSA and (b) modified BSA with DE-based local search

Fig. 4. Illustration of the generation of synthetic test data

Fig. 5 Results of synthetic drained triaxial tests computed by SIMSAND using true parameters: (a) 

deviatoric stress-axial strain; (b) void ratio-axial strain 

Fig. 6 Comparison of different algorithms on parameter identification from synthetic data

Fig. 7 Comparison of normalised computational time for all algorithms on parameter identification 

from synthetic data

Fig. 8 Comparison of convergence under different population size for different algorithms: (a) 

MBSA-LS; (b) BSA; (c) DE; (d) WOA

Fig. 9 Evolution of minimum objective error with the increase of generation number for Hostun sand

Fig. 10 Comparison between the optimal simulations and objectives for Hostun sand: (a) axial 

strain-deviatoric stress; (b) axial strain-void ratio; (c) mean effective stress- deviatoric stress; (d) 

axial strain-excess pore pressure

Fig. 11 Comparison of calculation time among MBSA-LS, NMGA and NMDE for Hostun sand

Fig. 12 Finite element model of PMT test

Fig. 13 Evolution of minimum objective error with the increase of generation number for PMT test 

for different algorithms 

Fig. 14 Comparison of calculation time among MBSA-LS, NMGA and NMDE for PMT

Fig. 15 Comparison between the optimal calculations and measurements for PMTs on Burswood 

clay

Fig. 16.Schematic overview of the mixed-language programming for ErosOpt

Fig. 17. Overall architecture of ErosOpt

Fig. 18. Main GUI window of start page in ErosOpt

Fig. 19 Basic procedure of usage instructions for ErosOpt

Fig. I-1. Schematic overview of the parallel computing using SPMD technique for parameter 
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identification

Fig. II-1 GUI window of selecting the soil model

Fig. III-1 GUI window of selecting the optimisation algorithm and assigning settings

Fig. III-2 Flowchart of NMS

Fig. III-3 Structure of NMS

Fig. III-4 Flowchart of NMGA

Fig. III-5 Flowchart of NMDE
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Figure 3
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Figure 5
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Figure 6
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Figure 8
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Figure 9
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Figure 10
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Figure 11
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Figure 13
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Figure 14
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Figure 15
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Figure 16
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Figure 18
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Figure 19
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Figure I-1
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Figure II-1
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Figure III-1
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Figure III-2
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Figure III-3
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Figure III-4
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Figure III-5
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